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Preface

This course builds on the second year course in Quantum mechanics, still a course in non-
relativistic Quantum mechanics. A brief overview of the wavefunction framework is provided.
Swiftly moving on to the much more powerful and abstract Dirac notation. First part of the
course focuses on the formalism of operators, commutation relations and matrix elements. This
formalism is used to describe some of the previously solved problems like the harmonic oscillator.
This problem specifically is solved using the ladder operators. Next the concepts of angular mo-
mentum are discussed, first in the wavefunction approach and then in the Dirac notation. The
Dirac notation approach also sheds light on the fact that the angular momentum problem is infact
a more general problem involving rotation and the intrinsic property of spin can be motivated in
this description.

The last part is based on approximate methods, which includes first and second order time inde-
pendent perturbation theory and first order time dependent perturbation theory. These methods
are applied to some real physical examples like the hydrogen atom and this shows how useful
approximate methods can be for any experimental quantum physics.






Part 1

Wavefunction description






CHAPTER 1

Schrodinger’s formulation of Quantum Mechanics

1. Matter waves

To explain wave like properties that particles exhibited under certain circumstances, De Broglie
postulated that every particle can have a wave associated with it that has the wavelength, A (know
as De Borglie wavelength):

h
A=— (1.1)
p
where h is Planck’s constant and p is the momentum. Schrodinger introduced an object known
as a wavefunction, v (z,t), which is a complex valued function that satisfies the following partial

differential equation:

Hep(a, ) = mw (1.2)

This is called Schrodinger’s equation. H is the Hamiltonian operator, which is a partial dif-
ferential equation that has eigenvalues corresponding to the total energy of a system. In general,
the Hamiltonian operator has the form:

R P2
H=—+V(r 1.3
v (13)
where p? is the momentum operator:

p? = —ihV? (1.4)

and V(r) is a potential energy operator, which is determined by the system in question. m is

just the mass of the particle corresponding to the wavefunction ¥ (x,t). Therefore the Schrodinger
equation (SE) in 3-D becomes:

® (7, 1)

2
5 V() + V(U(F ) = ih— (1.5)
Or in one dimension:
B 0% (s, 1) v,
— 5 gz T V(@ t) = ih—r (1.6)

This is a second order partial differential equation. Since there are no terms that depend on
both the differential variables, this equation can be solved by separation of variables. The idea is
to look for product solutions of the form:

(1) = ¢(x)T(t) (1.7)
Now substitute Eq 10.7 into Eq 8.6:
n? 92 0
— o (B@)T(0) + V(@)6@)T() = ihe d@)T() (18)
—_——————

1 2 3

Notice that in term 1, the T'(¢) function can be taken outside the differential operator as it is
not dependent on z and a similar thing can be done for term 3 (except with the other variable):

3



4 1. SCHRODINGER’S FORMULATION OF QUANTUM MECHANICS

N oT(t
- T ai(f) + V(@)(@)T(t) = ih¢(w)% (1.9)
Now comes the trick of using separation of variables; divide both sides by ¢(z)T(¢):
1 h? 9%¢(x) ik OT(t)

The L.H.S of Eq 1.10 is a function of only x and the R.H.S is only a function of ¢, therefore
the only way this equation can be true is if both sides are equal to a constant (call it E). Hence
we get two linear ordinary differential equations:

h? d?¢(x) _
_dT(t)

Eq 8.11 is called the time independent Schrodinger equation (TISE) and Eq 8.12 is called the
time dependent Schrodinger equation(TDSE). The TDSE is easy to solve:

/ ;Z)dT(t) _ / BdT
T(t) = Ae %

(1.13)

where A is a constant that is determined by the initial condition. The TISE depends on the
potential, which can make it potentially (pardon the pun) more to difficult to solve. The easiest
TISE to solve is that for a free particle, i.e no potential energy:

h? d*¢(x)
- — =F 1.14
0 = Bo) (114)
Look for a solution of the form:
o(x) = Ae™” (1.15)
Substitute this into the TISE:
K2 9
——a‘=F 1.16
o & (1.16)
Therefore:
. 12mE
Which can be re-written as:
o = +ik (1.18)
where:
2mE
k= 2 (1.19)
Hence the solution takes the form:
p(x) = Ae'r® 4 p=ike (1.20)

Eq 10.13 and 1.20 can be combined to give the overall solution to the TISE for a free particle:

P(x,t) = Celke=5) 4 peilket ) (1.21)



2. INTERPRETATION OF THE WAVEFUNCTION 5

The first term in this equation corresponds to a wave moving in the positive x direction and
second term corresponds to a wave moving in the negative = direction. Considering an analogy
with a phase term of the form e*“* means that:

E
w= < (1.22)

So we see that all solutions produce Einstein’s relation between energy and frequency, that
was first used to explain the photo-electric effect. By equating this energy to that of a classical

2
; _ P
particle, £ = 7—:

h2k2 B p2

. 1.23
2m 2m ( )

Which gives back the De Broglie postulate of matter waves:
p = hk (1.24)

2. Interpretation of the wavefunction

Y(x,t) cannot be a physical wave like an oscillating string or an Electro-magnetic wave of
Maxwell theory because it is inherently complex (the real and imaginary parts of psi do not
separately solve the Schrodinger equation). The problem is that anything that has imaginary
parts cannot be directly measured. Max Born postulated hat the wavefunctions, ¥(x,t), can
have no interpretation by itself. Instead he suggested that the probability of measuring a particle
between x and z + dz is:

Prob(z € z,x + dx) P(z,t)x
P(z,t) * P(z,t)
= [¢(z,0))? (1.25)
This is not an obvious step, even though we know the wavefunction is imaginary, one might
think that the modulus might correspond to a physical observable. However this is not true and

the postulate above has always held up against experiment. The usual laws of statistics follow
once this postulate is accepted, a few examples are:

/OO zP(z,t)dx

— 00

(z)

/Oo z|y(x,t)*de (1.26)

— 00

(%) /OO 22 P(x,t)dx

/m (e, )2 (1.27)

— 00

The total probability of finding the particle anywhere must be 1, therefore a condition is
imposed on the wavefunction:

1 = /00 P(z,t)dx (1.28)

/_ [v (2, t)[*dx (1.29)

In general there are 3-D, in which this condition can be written as:
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= / P, )dF

/OO dt /Oo O (F, )07, ) dF (1.30)

This is called the normalisation condition on % (x,t). This must be imposed on ¥ (z,t) as the
Schrodinger equation is linear in ¢ (x,t). Note that if ¢)(x,t) is a solution then so is Ay (z,1),
where A is a constant. The constant is fixed by the normalisation condition.

Now consider a wavefunction that is formed of a plane wave:

P(x,t) = GerPr—F) (1.31)
Therefore the probability is:
/ (e, )2 :/ IGJ2dz — 0o (1.32)
—o0 —00

So plane waved are not normalizable, this is because plane waves are not physical solutions as
they exist for all time and all space. A more physical situation is a plane wave confined to some
finite region (e.g in some experimental apparatus), then the integral can be computed:

L
/ |G2dx = 1 (1.33)
L

if:

1
G= (1.34)

where L is the size of the confining apparatus.
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Now lets consider the infinite square well potential of the form:

V(x)=o | V(x)=0 | H(x)=00

(barrier) (well) | (barrier)
¢
0 L X

FI1GURE 1. Infinite square well potential

Since the potential is independent of time, the Schrodinger equation can be separated into the
TISE and TDSE as was done for the free particle solutions. Hence the solutions to this problem
will be of the form:

Y(x,t) = p(a)e R (1.35)
The Schrodinger equation of this system is:
h? d?¢
- 7 = F 1.
L V(@) = Bo (1.36)

In the region of the infinite potential, V = oo, ¢ must be zero for a finite E solution. Therefore
the only position where the Schrodinger equation holds and can be solved is inside the potential
well, where the potential is 0:

h? d?¢ B

The solutions are of the same form as the free particle solutions:

P(x) = Ae'™™ 4 Be~ e (1.38)
where:
21.2
E = hz :L (1.39)

The difference between these solutions and the free particle solution is that here we have
boundary conditions that need to be satisfied. The condition is that ¢(x) must be continuous; i.e:

$(0)=0=A+B=0 (1.40)

#(a) = a = Ae™™ 4 Be ™ = 2iAsinka =0 (1.41)
So the solution to the TISE becomes:

¢(x) = 2iAsinkz = Bsinkx (1.42)
The only non-trivial solution that satisfies Eq 1.41 is if:
k=" (1.43)

a
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where n can take on any integer value. Substituting these values of k into the expression for

the energy:

22
7h7r 9
= 5N

2ma

(1.44)

So the possible energies of particles are quantised. This is infact typical for particles in bound
potentials, such as atoms. The final step is to normalise the solutions:

INCERE

Therefore:

A property of the ¢,,’s is that they are

/ o; b %0 (2)6m()de

a
o (NTT
= A? / sin? (—
O a

a
= A%
2

a
orthogonal:

2/“ . (mrx) . (
= - sin ( —— ) sin
a Jo a

- 6711’71

(1.45)

(1.46)
" g,

(1.47)

This systems behaves very differently to the classical systems, as long the quantum number,
n is ‘relatively’ low. We can consider a ball bouncing back and forth in a well of length a, the ball

will have a uniform probability density of being in the well given by:

Therefore:

()

h
8
IS
8

Il
e @\»—*C\D
8
g
&
8
]

2 P(z)dx

I
], C\p

|

Consider the quantum analogue for n = 1 state:

(1.48)

(1.49)

(1.50)

(1.51)

(1.52)
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So we see that the expectation value for z is the same in both the classical and the quantum
2
scenarios. However z? is different, as it has an extra —5— term. For large n, the behavior
of quantum system tends towards classical systems. This is known as Bohr’s correspondence
principle.

3. Superposition & Stationary states

Suppose there is a system «, described by the following wavefunction:

Vo (2, 1) = po(z)e'Por (1.53)

A wavefunction of this form is special, because whenever a measurement is made on its energy
(i.e applying the Hamiltonian operator):

o (2,t) = Eatha(z,t) (1.54)

We are guaranteed a result of E,. This means the system is in a state of definite energy (here
E,), this is known as an energy eigenstate or a stationary state. The TDSE is a linear equation
therefore the general solutions are of the form:

Y@, t) = andn(x)e (1.55)

where a,, are arbitrary complex coefficients. Now lets consider a superposition of 2 energy
eigenstates:

Y(x,t) = a1¢>1(x)eﬂ‘E1% + agqﬁz(x)e*i&% (1.56)
If we want to find the energy of the system, apply the Hamiltonian operator:
Hy(z,t) = are P17 e, (z) + age_iEQ%Hqﬁg(x)
= a1E1¢1 (.If)e_iEl% + a2E2¢2(x)e_iE2%
= E1+E <a1¢1($)67iE1% + 02952(17)671-]52%) (1.57)

Therefore it can be seen from Eq 9.46 that ¢ (x,t) is a solution of the TDSE, but it is not a
stationary state as E; # F5. This means that whenever a measurement is made, either E; or Fs
will be observed. Which of the two will be observed is not completely random, as we shall see.
For ¢ (z,t) to be a valid wavefunction, it must be normalisable:

a
/ da [GTQSTeiEI% + a;gﬁ;ei&%] {a1¢167iE1% +agppe P2 = 1
0
a
/ dr|ar?¢3 + |az? 03 + ara3162e" P E DT 4 afazgroe’ P I = 1
0
(1.58)
Using the orthogonality of the wavefunction, the final normalisation condition is:
|a1[? + |azf? = 1 (1.59)

This looks like a sum of probabilities, which is called the interpretation of superposition. This
can be verified by computing the energy expectation value:



10 1. SCHRODINGER’S FORMULATION OF QUANTUM MECHANICS

a
E = / du {ai(’bl xehn 4 a;@emﬁ] {alE1¢1€7iEl% + azEygpe B2
0

/ dafar 2|én P Er + |azl o] Es
0

|a1\2E1/ d$|¢1‘2 + ‘GQ‘QEQ/ d$|¢2|2
0 0
= a1 By + |az B (1.60)

In a measurement, E; will be measurement with probability |a;| and Eo with probability |az|?.
Notice that the expectation value of the energy does not have any time dependence. This is not
the case for all expectation values, for example; consider a wavefunction of energy superposition
of the form:

I 2 ot
Y(z,t) = a sin (Lm)e_“glﬁ + ag sin <m)e_lE2;b (1.61)
a a

These are the spatial wavefunctions for the infinite square well example for the lowest two
energy levels (n = 1,2). Now compute:

B = /0 da o

e 1o}
/ dai* (—ihw)
0 8.7:
2ih [ — 2 e
2 [ e [apin (T e apsin (20 )
a Jo a a
e 2 2 i
[mﬁ cos (E>e*”51g + a2l cos (mj)elE%}
a a a a

2ih ¢ 2 2 : ¢
_ 2k / drlar P sin (E) o (E) +atas 2 sin (@) o (m)euEl_E_z)h
a Jo a a a a a a
2 ; 2 2 2
azchz sin (mc) cos (Lx)e’(EQ_EI)% + |a2|2£ sin (mc) cos (m)
a a a a a a
Using the following identities:
/ dx sin (E) cos (E) =0 (1.63)
0 a a
@ 2 2
/ dx sin (m) cos (m:) = (1.64)
0 a a

@ . [/ mTx nwx 2am
dwsm( )cos( ): 5 5 when m + n # even, m +n = even — 0
0 a a m(m?2 —n?)
(1.65)

+

(1.62)

Therefore the final result is:

p) = —% [améezw?_&)% - c.c] (1.66)

where c.c is a complex conjugate expression. Taking a simplified case where the coefficients
are both real:

(p) = %alag sin <(E2_hEl)t) (1.67)
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This means that the momentum fluctuates in time, as supposed to the constant energy.

11






CHAPTER 2

Operators

1. Canonical quantisation

Most courses on QM will define operators for various quantities and just state that they work.
This is true, infact it is one of the 'postulates’ of QM that all physical observables are represented
by Hermitian operators.

It is therefore not possible to trace the steps of operators as they are completely abstract, mathe-
matical entities in their own right. However, I believe that understanding the similarities between
QM and classical mechanics (CM) in the Hamiltonian and Lagrangian framework, makes it much
easier to digest this abstract context.

Quantum mechanics was first developed as a ’semi-quantum’ theory of classical mechanics by
Heisenberg and Schrodinger. In this framework, particles are treated as waves, discussed in the
opening section and the state of a particle is described by a wavefunction. In classical mechanics
the state of a particle is described by its momentum and position (In general there will be three
of each coming from the 3 spatial dimensions). In this ’semi-classical’ picture of QM, the particle
was treated according to the laws of QM, however the overall system in which the particle sits is
still treated in the classical framework (i.e E-M fields are still modeled by Maxwell’s equations,
Newtonian gravity is used etc.) This whole framework is known as First quantisation.

The operators appear as simply the postulated of the framework, however in 1926 Paul Dirac
re-developed this framework. His description of QM makes it much easier to see how or why
the operators are what they are and this is called Second quantisation. In CM, described in the
Hamiltonian and Lagrangian framework, there exist dynamical variables that the equations are
functions of. They are the position coordinates, x and the momenta, p. A Poisson bracket is
defined as:

df(q,p,t) dg(q,p,t)  0f(q,p,t) Dg(g, p,
(F@.pt), g(a.p.t)} = fgqp ) 9%; t f<g; ) g(qaqp t)

The canonical structure of CM is defined as consisting of Poisson brackets, between these
dynamical variables:

(2.1)

{z.p} =1 (2.2)
Any dynamical variables that satisfies this structure are called canonical transformations in

classical mechanics. For example, if one defines a set, with elements that are all the variables of
CM:

Som = {A1, Az, Az, Ay, o} (2.3)
Then any variables that satisfy the Poisson bracket:

{Ai,Aj} =1 VAZ‘,A]‘ € Sem (24)

are called canonical transformations, infact any motion in 3-D is a canonical transformation.
The idea of second quantisation is to take the dynamical variables of CM and promote them to

13



14 2. OPERATORS

operator valued functions and to convert the Poisson bracket structure to commutation relations
(this is also sometimes referred to as canonical quantisation):

[2,p] = ih (2.5)

Dirac proposed that the method to ’quantise’ the Poisson brackets structure was the following:
{A,B} — Li B
) ih )

where in general A and B are functions of dynamical variables and /L B are the operators
corresponding to these dynamical variables (notice that there is no rule or set method to take
A — A). However this rule is not correct as it does not hold for all commutation relations. For
example, consider the Poisson bracket:

1
{%3,103} + E{{p27x3}{x27p3}} (27)
Following Dirac’s method of quantisation, this Poisson bracket would become the following
commutation relation:

1. 1Tl 0 e 1
o B + o | 1037 5 (897 (2:8)

Both the equations should yield the same answer if Dirac is right, so lets check it by explicitly
computing the Poisson bracket and commutation relation. Start with the Poisson bracket:

{r’,
~—— ———
1
Compute each term individually:

(29} o ({2 (.0} (29)
2 3

0z 0p3 023 Op?

3 .3 - - £ =
Yy = 5y " ae
= (32°)(3p%)
= 9z%p? (2.10)
RO oo
b 9z Op Op Ox
= —(2p)(3¢?)
= —6pa? (211)
{:r3 2} — ixzaipsiaixzipg
P ~ 9r 9p  Op Oz
= 2x(3p*) -0
6p” (2.12)

Taking the Poisson bracket between Eq 2.11 and 2.12:

0—6px? 06xp®>  O—6px? 06xp?
ox op B Op ox
(—12pz)(12pz) + (62°)(6p”)
—144p*a? + 3622p?
= —108px? (2.13)

{—6pa?, 62p’} =




1. CANONICAL QUANTISATION

Substitute Eq 2.13 and 2.10 into Eq 2.9:

2,2
(6,0%) + {0 e o2 ")) = atp? -
=0
Now lets check the commutation relation in Eq 5.79:
Lo, b o[ 1o 39 1o g
i P o | 8 [
1 2 3
where:
T =
R L 0
p = —zh%
[2,p] = ih
First compute term 1:
[2%,p°] = [2d% pp’]
= [#%00°] + [5,5%)] °
la 1b
Term 1la:
& [#%,pp%] = & [2d,pp?
= @ [&,pp%] + [2,0°P] &
—_——— ——
lay laz
Term laq:
80,50 = @ (@05 + 0 [6.57])
& (ihp® + p 2, p])
& (ihp” + p ([2,5] P+ [#,7]))
= & (ihp” + p (ihp + ihp))
= 3ihip®

Similarly term lao:

Therefore:

@[22, pp*] = 3ih(a?p® + p*3?)
Similarly computing term 1b:

2

—
=
3>
0
>
=2
>
o

([2,9%] p+p*[2,9]) &
= 3ihp*a?

So term 1 is:

(23, 5°] = 3iha?p® + Gihpi?

15

(2.14)

(2.15)

(2.16)

—~

2.17)
2.18)

—~

(2.19)

(2.20)

(2.21)

(2.22)

(2.23)

(2.24)

(2.25)
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I invite the reader to compute terms 2 and 3 (note that term 2 is the same as the negative of
term 3) and see that the final result is —3h%. So the commutation relation is not the same as the
Poisson bracket and therefore Dirac’s method of canonical quantisation does not hold here. T hope
this brief discussion will give the reader more of a feel for the idea of quantisation and operators.

Numerical values of classical dynamical variables, like momentum and energy become differen-
tial operators in QM:

Momentum, p = —ihV (2.26)
The energy operator is the Hamiltonian:

a p
Energy, H = - + V(7
h2
2m
As stated before, it is the general principle in QM that there is a Hermitian operator associated
with all physics observables. Measured values in experiments are related to operators via eigenvalue
equations of the form:

V2 + V(7 (2.27)

Qd)n(z) = QH'(/)n(x) (228)

where 9, (z) is the eigenfunction and ¢, is the eigenvalue corresponding to the operator Q.
The set of all g, is called a spectrum, for example the energy spectrum of a Harmonic oscillator is:

1
b, = hw (2 + n) (2.29)
In fact the energy eigenvalue equation for the Harmonic oscillator is of the form:
h? 9%, 1
I (@) + —mw?2% P, (x) = Epibp () (2.30)

C2m 022 2
This means that when a measurement is made on a quantum system, the observed value is
one of the eigenvalues of the operator (corresponding to this observable).

2. Hermitian operators

It goes without saying, that any experiment will always yield a real value (i.e not a complex
number). This is one of the key problems in QM, that the first people developing it (Heisenberg,
Pauli, Schrodinger, Bohr...etc.) had to think about, since the state of a quantum system, is de-
scribed by a wavefunction, that is complex.

The ’correct’ interpretation of the wavefunction, sometimes also known as the 'Born’ interpreta-
tion (first put forward by Max Born) is that the magnitude square of the wavefunction, represents
the probability density of a system being in that state. As stated above, the values observed in
experiment are real numbers, which leads to a constraint on the operators corresponding to phys-
ical observables. They must have real eigenvalues. This class of operators are called Hermitian
operators. A Hermitian operator, Q must satisfy:

[ O; 6" Oz = [ Z (Qo) e (2.31)

Which is equivalent to saying:

Q=q (2.32)

Vo(x), ¥ (x) which are normalised and are not plane waves, i.e:

o(x),P(x) =0 x — £00 (2.33)
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Lets check that they have real eigenvalues, consider the eigenvalue equation:

Q'(/Jn = Qntn (234)
Multiplying both sides by %}, and integrate between £o0:

/Z by Qo da = /Z U Gnibnde (2.35)

If Q is Hermitian the L.H.S is:

[ (@) vnte = [ o) s

— i [ s (2.36)
Equating this to the R.H.S:
Now, if we choose m = n, and the equation has to hold Vm,n, then:
(@ =) [ louPdz =0 (2:39)
Assuming 1, are normalised:
an =4y, (2.39)

Therefore ¢, must be real in general. Notice that we assumed that the wavefunction were
ortho-normal, however this is also provable very easily. Lets go back to:

Im [ Z Y hndx = gy, [ Z Vi nd (2.40)

which can be re-written as:

(gn — 2) / ez = 0 (2.41)

Again, this equation has to hold Vn,m therefore in general g, # ¢,, so:

/ "t nda = 0 (2.42)

There v}, and 1,, must be orthogonal. Infact this was already observed in the infinite square
well example.

Another, final property of Hermitian operators that is very useful is the fact that the eigen-
vectors of the Hermitian operators form a complete set of basis vectors in a Hilbert space. This
means that any function f(z) can be expressed as a linear combination of these basis vectors:

f@) = cnthn(z) (2.43)

Proof of this is actually very difficult and so it is not shown. We can say something about
what it means for the sum on the R.H.S to converge to the function f(z). If we carry out the
some not obey all of the infinite number of eigenfunctions, but only the first IV, we can obtain an
approximation for f(z):
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N
In(@) =Y enthn(2) (2.44)
n=1

The amount by which the approximation this approximation is wrong is:

f(@) = fn(x) (2.45)

this approximation will be sufficient if the difference is small, i.e:

1f(2) = fn(@)]]? (2.46)

Mean square convergence of fy(z) to f(x) means:

Jim [[5(@) ~ @I =0 (2.47)

and it is in this sense that the basis states are said to be complete. However since the Her-
mitian operators are a postulate themselves, we can simply consider the fact that the eigenvectors
form a complete basis in the Hilbert space can also be considered a postulate.

The completeness of states leads to a connection between the operators and probabilities. Suppose

a state is prepared at t = 0, the wavefunction is ¢(x,0). Consider an experiment that makes the
measurement, Q. Firstly, lets expand the wavefunction in the basis vectors, ¥, (z):

d)(xa O) = Z anwn(x) (248)

Finding the coefficients is easy, multiply both sides by 7, (x) and integrate. Suppose we want
to find the value of the physical observable ) in this state:

Q) = / ((x,0))" Qu(x,0) (2.49)

Substitute the expansion of the states ¥ (x,0):

<Q¢> /(Zanwn(x)> Q<2a7rL¢m(x)>
/ (Zanwm)) S g ton (@)
= > dnan [ V)i

*
= § anGQO5nm
n,m

_ Z|an|2% (2.50)

Recall the under the Born interpretation the probability is the amplitude square of the wave-
function, which in this case is |a,|?. This is also similar to classical probabilities for a quantity.
For example, the expectation value of a quantity (also known as the average or mean) is just the
probability times the value itself, which is exactly what we have here.



3. EXAMPLES OF HERMITIAN OPERATORS 19

3. Examples of Hermitian operators

e Position operator:
T=z (2.51)
Check that this is Hermitian:

(z) = / o wde
= /(x* )* Y (2.52)

@ = [ @o) vds
- / 5 wda (2.53)

This is the condition for an operator to be Hermitian. The easy to see this, is to
check that the operator is its own Hermitian conjugate. Since x is just a real number, it
is always its own Hermitian conjugate. Another result follows immediately from this:

(2Q)" =2"Q" =2Q" = Q"x (2.54)
e Potential energy operator V (z):
V@) = [ oV
= [ @ ey vds (2.55)

as long as the coefficients in V(x) are real we have:

V() =V(x) (2.56)
Of course the potential cannot be complex.
e Momentum operator (1 -D):

/ G (—mam) vio = —in [ ) 5 2 (2.58)

Therefore:

We want to check what happens when the operator acts on ¢*, so the R.H.S needs
to be integrated by parts:

S 1) , o0 < 0
zh/_oo¢ axdac ih [ ] /_Oo B pdx (2.59)
The wavefunctions are demanded to be normalisable, therefore the boundary term
is O:
[ 0] <_Zh€)x) Ydr = zh[m 5 Ydx (2.60)

- ih/ qb*%dx = ih/ %i pdx (2.61)
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/ Z oivds = [ (o) v (2.62)

— 00
So the condition of Hermitian operators is met.
e Kinetic energy operator (1-D):

N p 02
Therefore:
e <] . hQ 82w 9 e <] *62¢
Once again integrate the R.H.S by parts:
R? [ 0% B2 [ 0¢* O
“om ) 0™ T am ) 0w out
2 [e’] 2 %
_ h 0%¢ i

C2m ) Oa?
oo N *
- / (qu) b (2.65)
which satisfies the property of the Hermitian operator.
e Hamiltonian operator:

H=T+V (2.66)
SAince T and V are both Hermitian, H is also Hermitian. It is an easy check as T
and V are both real valued functions, therefore:

H=H' (2.67)

So H is Hermitian.
e Finally lets consider a full example and return to the infinite square well, the eigenvalue
equation is:

where:

b = \/zsin(m;x) (2.69)

n2h?n?

The solution can also be written in terms of the momenta of the particles:

~ 1 . =
¢pn = ﬁelp"ﬁ (271)

Lets write out the energy eigenfunctions in terms of ¢;n:

2 1 imtnz _imnx

Multiply the top and bottom in the exponent by A:

2 ]. inmx inmx
an = \/;2Z (eTﬁ — efTh> (273)
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Substitute the momenta, p, = 2% into the exponent:

T a

b = —i (jiqs;n - jias;n) (2.74)

Physically, this means that if a particle is in energy eigenstate ¢,, and we measure
its momentum we find:

nmh 1 1
— ith probability |—=|? = =
P with p ility | \@| 5
nrmh 1 1

—— ith probability | — —=|*> = = 2.75

. with probability | ﬂl ) (2.75)

This is intuitively pleasing as a wave should have an equal probability to travel

in either direction (in 1D), and that is what the momentum values show. The positive
momentum value represents the wave moving in the positive x direction and the negative

momentum value represents the wave moving in the negative x direction.






Part 2

Dirac representation






CHAPTER 3

Bra-Ket notation

1. Introduction

Dirac introduced an object, |¢) called ’ket psi’, which represents the state of a system. This
notation is completely abstract, the ket donates a complete set of amplitudes for the system. If
the system consists of a particle in a potential well, |¢)) could consist of amplitudes a,, that the
energy is F,, where E,, is the spectrum of all possible energies, or it might consist of the amplitude
a(p) that the momentum is measured to be p.

Using the abstract symbol |¢)) enables us to think about the system without committing our-
selves to what complete set of amplitudes we are going to use (i.e the state is in the basis of
position or energy or momentum). As an analogy, a position vector &, enables us to think about a
geometrical point independently of the coordinates, i.e in Cartesian, Spherical polar, Cylindrical...
etc.

Complex conjugates of wavefunction are called 'Bras’ and are represented by (1|. The overlap of
wavefunction, which in wavefunction representation is given by:

[tz @pota) (3.1)

is written as:

() (3.2)

in the Dirac notation (sometimes also called the inner product of the two vectors). This is
infact the most general, mathematical description for states in an arbitrary vector space. We can
also obtain a relation relating the complex conjugate:

(@l) = (Yl¢)" (3.3)
A ket is normalised if:
(Ply) =1 (3.4)
The orthogonality condition is:

So the ortho-normality condition is written as:

<¢n|wm> = 5nm (36)

The complex vector space possessing the function of the inner product, which describes the
possible states of the system us called the Hilbert space, H. In other words, the eigenstates of
a system will span the Hilbert space. All linear spaces have a limited number of basis vectors.
For example, our 3-D space has 3 basis vectors, &, 2, infact this is why it is called a 3 di-
mensional space. However, the dimension of a space can also be infinite and typically a Hilbert
space is infinitely dimensional (for example it is known that a particle in a box has an infinite
energy spectrum and hence an infinite number of energy eigenstates that are linearly independent).

25
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Existence of the inner product in the vector space means it is possible to form complete sets
of ortho-normal kets via the Schmidt procedure.

2. Schmidt procedure and completeness

Given a set of « linearly independent, normalisable functions, v, one can always construct a
new set of mutually orthogonal functions, ¢, via the Schmidt procedure. Start with the function,
1, construct the following series:

¢1 = Y1

$2 = anndr+ Y2

¢3 = as1P1+ azad2 + Y3

d)a = aald)l + aa2¢2 + ...+ aa,a71¢a71 + wa (37)

Lets find the form of the a coefficients. To do this, we follow the usual procedure of exploiting
the ortho-normality of the function. Starting with a1, multiply both sides of the ¢o equation by
¢; and integrate over the vector space:

[ otoaav = [amoion+ [o1vatv (3.8)

by definition the ¢ states are orthogonal and as ¢; = 11 and the 1’s are normalised, the result
is:

as1 = —/(bTT/JQdV (39)
Substitute this back into the equation for ¢s:

It can be shown that this is orthogonal to ¢;. Next we can find the form of ¢3. To do so, first
multiply the ¢3 equation by ¢] and integrate over the vector space:

0 = a31 /df{qhdv + a32/¢T¢QdV + / QST?/Jng (311)
therefore:
om == [ ofunav (312)
To find the ass multiplying the ¢35 equation by ¢35 and integrate to get:
[ ¢51sdV
a3y = " ——— 3.13
P [ 65020V (319
So the full form of ¢3 is:
J ¢5¢3dV
=— 1Y3dV 3.14
[ oivnav] o - L 0k (314)
This procedure is repeated until we get to the state a:
e dV
Z EAXY + Yo (3.15)
fd(b*(;SZdV

The entire derivation can be followed step by step in the Dirac notation and I will just quote
the final result of it, as we shall only work in the Dirac notation from now on:
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(¢ilva)

Pa) = ¢ + |9 3.16
|¢a) = le@'w |tha) (3.16)

To have an ortho-normal set, these states have to be normalised:
<¢a|¢a> =1 (317)

The result for the normalised states |U,,) is
Up) = _om) (3.18)
(Dml¥om)

Even though we did not fully derive this, something can be said to motivate this result. In
general, if one wants a normalised basis vector, the vector being normalised would be divided by
the modulus (length) of itself. A similar procedure is happening here, the projection of ¢,, on
¥, is being taken as the modulus or length of the vector |¢,,) >. This is analogous to the dot
product in a R? vector space.

Now a complete set of orthonormal kets (a basis set for the Hilbert space) is available:

|Up) with (Up |Upn) = dnm (3.19)
This means any key vector representing a state for a quantum system, who’s space of states
corresponds to this particular Hilbert space can be expressed as:

dimH
n=1
Once again, to obtain the coefficients, c,, the ortho-normality conditions for the states are
exploited:

dimH

n=1
dimH

= > cnbum (3.21)

n=1
By definition, since U,, is a state represented by a vector in the #, then the value of U,, must
be in the vector space and therefore available in the sum. Hence the sum will just pick out that
value due to the Kronecker delta function being there:

= (Uml|¥) (3.22)
Substituting back in for ¢, in Eq 3.20:

dimH

= Z [Un)(Unlt) (3.23)

the bra vectors are the Hermitian adjoint of the ket vectors:

dimH i
(lw))t = (Z c;';<Un|) (3.24)

n=1
dimH

W= Ul (3.25)
n=1

The normalisation condition gives:
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L= (@)

dimH

= Z C;<Un‘cn‘Un>

n
dimH

> Jenl? (3.26)

This is basically stating that the probabilities must add up to 1. A key principle in QM is that
all operators are linear, therefore the eigenfunctions corresponding to them can form superposition
states, i.e if:

V) = c1|Ur) + c2|Us) (3.27)
Then:
OlY) =1 (O|U1>) +co (O|U2>) (3.28)
Operators also act on vector spaces of bra’s linearly:
(| = i (Ur| + c5(Ua| (3.29)
Then:
@O = (f({h]+e3(Ua)) O
= q <<U1|O> + ¢ (<U2\O) (3.30)

Since the bra’s and ket’s are exchanged by taking their adjoint, it is useful to define the action
of adjoint operators:

(¥[O"¢) = (¢lOf)* (3.31)
or in words, the bra and kets are swapped and the entire expression is complex conjugated.
It will become clear when looking at the matrix representation of the bras and kets that turning
a bra into a ket is equivalent to transposing it. Hermitian operators satisfy:
ot =0 (3.32)
therefore they are also called ’self-adjoint’ operators. Therefore we arrive at a crucial result
for Hermitian operators:

(|0l6) = (¢lO0ly)* (3.33)
In general the quantity ()|O|¢) is called a 'matrix element’ of O between states (¢| and |¢).

If U,, is an orthonormal basis, then (U,,,|O|U,) is a matrix element in the conventional sense (and
can be represented by O,,,). Recall that the expansion of general ket state takes the form:

dimH

W) = Y [Un){Unlt)) (3.34)

Since this holds for any |¢), an identity operator can be extracted:

) dimH
=3 |Un){Unl (3.35)

So any state can be expanded as:
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dimH

I|¢) = Zw (Ualo) = |) (3.36)

The matrix element of Z in any basis can be calculated:

dimH
(UplZ1Ug) = (Upl Z |Un ) (Un|Uq)
n=1
dimH
= Z <Up|Un><Un‘Uq>
n=1
dimH

= Z 5pn6nq
n=1

dimH

> by (3.37)
n=1

Of-course the 6,4 represents a matrix element and any matrix formed by a delta function is
just a diagonal unit matrix. The dimensions of the matrix are just the dimension of the Hilbert
space. Another important example is the matrix element of a product of operators:

<UP‘AB|UQ> = <Up|AjB|Up> (3.38)
One can always insert the identity matrix, since it will just leave the expression unchanged:
<Up‘AiB|Up> = Z(UP‘A|Un><Un|B|Up> (3.39)
n

Since U, and U,, form an orthonormal bra-ket basis, the expression above can be written as
a product of matrix elements:

> (U [ AU (U] BIU,) ZApanq (3.40)

n

Which is just the usual matrix multiplication of matrices representing A and B. This is where
it becomes clear that the previous operation of the adjoint on the operator works because the
operators are represented by matrices:

ONmn = (UnlO"Uy)
= (Un|O|U)
= (O")nm (3.41)

which is just the complex conjugate of the operator, transposed (as expected).

3. Operators in Dirac notation

A very useful form of an operator is:
O =>0ili)i (3.42)

where |i) and (i| are eigenfunctions of the operator O and O; are the respective eigenvalues.
This follows immediately by inserting the identity:

0=0I=0 Y il (3.43)
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Now if |i) forms a complete set of basis kets and is an eigenvector of O we get:
dimH
O =Y Oli)il (3.44)
n=1
As an example, consider the expectation value of the Hamiltonian operator:

(H) = (Y|HP)
ZEi<w|\i><i||w> (3.45)

where i) are the eigenvectors of the Hamiltonian. Recall that the Hamiltonian operator is a
Hermitian operator and eigenvector of Hermitian operators form a complete set of orthonormal
basis vectors. This means that the [¢)) can be expanded in this basis:

dimH
)= > i) (3.46)
dimH
Wl= > {ile; (3.47)
J
Substituting these into the expectation value of the energy:

(H) SOE D liedils)
% i,J
Z Ei Z c;ciéjiéij

i,
> Eulenl® (3.48)

This is exactly the expected spectrum of energy values. To be more precise each state of the
system corresponding to this particular Hamiltonian will have the energy E; in the state |i) which
occurs with probability |¢;|* where:

¢ = (il (3.49)

4. Eigenvalue equation

The eigenvalue equation that has been used in the wavefunction representation (evaluated in
the coordinates 7 and t) is written as:

In the previous section, this equation was written in the matrix representation of the operator
and states. In the more general Dirac notation it is:

Qln) = anln) (3.51)

where n labels the state of the system and the eigenvector and g, is the eigenvalue correspond-

ing to the state |n). It was seen that a state [1)) can be expanded in terms of a set of normalised
eigenvectors |n) as:

) = 3" auln) (3.52)

As usual the coeflicients are given by (n|¢), which, as has been shown, leads to the expansion
of a complete set of states:
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) = In)(nlv) (3.53)
Suppose a system is prepared such that: !

o = (1) =2 (3.54)

agy = (4P) =2i (3.55)

as = (8[¢)=5 (3.56)

and all the other coefficients are zero. This means the system is currently in a superposition
state of the form:

|Y) = 2|1) + 2i]4) + 5|8 (3.57)
But notice that this state is not normalised, therefore the first thing to do is to normalise it.
The normalisation condition is:

(Yl) =1 (3.58)
Therefore:
((1]2 — (4]2i + (8]5) (2|1) +2i|4) + 5|8)) = 4(1|1) + 4i(1]4) + 10(1|8) — 4i(4|1) + 4(4|4)
— 10:(4|8) + 10(8|1) + 10i(8|4) + 25(8|8)
(3.59)
By definition the states are orthonormal therefore the only nonzero terms are:
4(1|1) + 4(4]4) + 25(8|8) = 33 (3.60)
Therefore (1|¢)) = 33, to make this state normalised, divide each state by a factor of \/%:
1
= ——(2|1) + 2¢|4) + 5|8 3.61
%) \/ﬁ(l) 14) +5[8)) (3.61)

Suppose now, one wants to know the outcome of a measurement of the physical quantity
corresponding to the operator Q We know that Q forms eigenvalue equations with states |n).
Since there are three possible states, there will be three possible outcomes of the measurement.
The probability of measuring the system in state |1) (corresponding to an eigenvalue of ¢;) is:

2

Q)P = \<1| (&(zl>+2i|4>+5|8>>)
2 2
~ |am
4
Similarly for state |4) and |8):

4

Prob(|4>) = <4|¢> = % (3.63)
25

Prob(|8)) = (8ly) = 33 (3.64)

Note that the probability of the system being found in some state must be 1, therefore the
probabilities corresponding to the individual states must add up to 1(which they do!).

Another thing one may want to know is the expectation value of the observable Q). To do this one
needs to find the following matrix element:
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WIal) = (g5 (k2 2+ 65 Q2 + 2014 + 559)
= LR a2+ (815) (2010 + 20Q14) +5Q8))
= o (1111 + 411 + 25(81218))
= %Q1+%Q4+%QS (3.65)

Which is the same as what one would expect from classical statistics. After a measurement is
made on the state |1}, the system will be in a state, that is not a superposition, but in the state
that has just been measured. For example, if the state |1) is made measured with operator Q,
and the result is eigenvalue q4, it means that immediately after the measurement the state of the
system is |[¢) = |4).

This is known as the collapse of the state postulate. This concept cannot be derived or moti-
vated by anything, it is simply true as it agrees with experiment. Note that if the operator Q
has some degenerate eigenvectors (i.e the vector corresponding to the same eigenvalue), then this
approach is not quite right. As the system might still be in a superposition state after the mea-
surement. In this case, the procedure of reduction is slightly more involved and is not discussed
here.

5. Time evolution

In the absence of a measurement, the system evolves in time, as described by the TDSE:

O|Y(t .

n 0 _ gy (3.66)

The TDSE is a linear equation, which is also deterministic, i.e given the initial state |1(t = 0)),

one can work out (not always practically possible for a sufficiently complex system, but in princi-

ple) the state of the system at a later time (¢’ > 0), as long as no measurements are performed
in the time t =t' > ¢ > 0.

The probabilistic (non-deterministic) aspects of QM are purely due to the collapse of the state
when a measurement is made. This may be confusing, as some may think; how can a system
that can be in a superposition state, like Schrodinger’s cat being dead and alive at the same time,
be deterministic. The answer comes in two parts; firstly superposition states do not just exist
in the state of quantum system, but they also exist in other physical phenomena, especially ones
involving waves, like E-M waves. Therefore as counter-intuitive as it may seem, superposition
systems can be deterministic.

The underlying reason for this is the fact that the state that the QM systems (or other phys-
ical systems that give rise to superposition states) are infact solutions of the Schrodinger equation
which is a linear differential equation. So the mathematical foundation is that any system, which
has an equation of motion (like the Schrodinger equation) that is linear will have solutions that
can be superpositions and at the same time be deterministic, as described by the equation.

Secondly, and this is fundamental to QM, the state of a system is not a physical observable.
So even though the state of a system can be deterministically predicted, the only observable quan-
tities can come from measurements on the system, which will cause a collapse in the system and
destroy the deterministic nature of the state.

Going back to time evolution, the TDSE can be integrated from time % to t5 to give the evolution
in time of the state. This is trivially easy:
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o (tp—tg)
(1) = e [y (to)) (3.67)
I have left the Hamiltonian operator in the exponent, this can equally be replaced by a scalar
value E, which just represent the energy spectrum of the given Hamiltonian. The reason the
operator is left in the exponent is if the exponential is expanded in a power series:

N R H2
eH:1+H+7+... (3.68)
it is easy to see that this term is unitary as the Hamiltonian operator is Hermitian:
i (bp—to) o (tp—tg)
Uty = ' L e L 1 (3.69)

which is the condition for a unitary operator. This means time evolution is unitary evolution.
Suppose V{|E,)3:

Using the states |E,) for the TDSE, one can obtain the time evolution of these states:

|En(t)) = e~ 7 |E, (0)) (3.71)
Now lets go back to a general state |¢)). We can find the time evolution of any |¢) in terms of
the |E,) basis:

W) = an(t)|En(t)) (3.72)

Apply the time evolution operator ih%:

o) = DS e nlE )
= ih (an|En(t)> + an(t)m%;(t») (3.73)
the R.H.S of the TDSE:
Higp®) = HY  an(t)|En(t))
= Y aHE () (3.74)
Equate the L.H.S to the R.H.S of TDSE:
ihy (dn|En(t)) + an(t)alEa"t(t))> = an(t)H|E, (1)) (3.75)
But we know: ! !
ih% = H|E,(t)) (3.76)

Therefore the second term on in Eq 3.75 on the L.H.S is equal to the R.H.S, therefore:

ihY " an|En(t)) =0 (3.77)

To obtain the coefficients a,,, go through the usual procedure of exploiting ortho-normality of
the states; multiply both sides by (E,(¢):

an =0 (3.78)
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Vn. Remembering that |E,, (t)) = e~ Pr#
state |¢) of a system can be written as:

E,(0)), the expansion for the time evolution for any

() =D ane™ E 7B, (0)) (3.79)

where a,’s are constants. This equation will be very useful when we come to discuss time
dependent perturbation theory.
6. Recovering wavefunctions

So far the switch between wavefunctions and the bra-ket notation has been a rather informal
one, in the sense that the ket vectors are said to represent the state of a system and so are the
wavefunction. However, they do not mean the same thing:

[v) # (1) (3.80)

To see how the wavefunctions are related to the ket (or bra) vectors, consider the position
operator & acting on its eigenstate |z):

Z|z) = z|z) (3.81)

This has a complete spectrum of eigenvalues. The eigenkets are normalised as:

(x]z') = 6(x — 2') (3.82)
This us the analogue of the:
(z|2") = Opar (3.83)
in the discrete case. Some useful identities of the Dirac delta function are:
o0 X ,
/ ek @=)qk = 2né(x — o) (3.84)
(o)
/ f(x)d(x — a)dz = f(a) (3.85)
here f(x) has to be a 'well behaved’ function of z (i.e no singularities).
/ FE L = (27)36% (a) (3.86)

We have seen before that the general rules of the Dirac formalism lead to (z|¢)|? giving the

probability of the system in state |¢) being in |z), at a given time. In other words (z|¢) is the
probability amplitude that a particle in state |¢) is located at x. This is precisely what was pre-
viously called the wavefunction.

The description of states by wavefunction is called the ’x-representation’ (or coordinate repre-
sentation). The expansion of a normalised state |1)) in the position representation is given by:

) = [ o) alu)ds (387
which is the continuous analogue of of the discrete representation:

dimH

W)=Y [n)(nly) (3.88)
n=1

We know that i(x) = (x|¢):

) = / )b (z)de (3.89)
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Multiplying both sides by (a’|:

(@) = /wmwmm (3.90)

(2'|y)y = /_00 P(z)d(x’ — x)dx (3.91)
(@'lyY) = ()

which is what was expected Schrodinger’s wave mechanics is the form QM takes if the coordi-
nates of a particle are all one cares about (e.g no spin, no anti-particle creation). Since the Dirac
formalism is the move general theory of QM, then it is expected that all representations, including
wavefunctions, should be derivable from the Dirac formalism and indeed this is true:

(3.92)

(¥]0)

ol [ dole) elle)
— [ dslwloialo)
[ dstalytalo)
- / dap* ¢ (3.93)

Which is also expected from wave-mechanics and similarly all properties of wave mechanics
can to derived by the Dirac framework.

7. Momentum representation

The entire works of Schrodinger formulation of QM, concentrate on the position representation.
Now lets look at the momentum eigenstates:

plp) = plp) (3.94)

First, consider the state (r|p) (3-D equivalent to {x|p)). This is equivalent to the momentum
eigenfunction in terms of the wavefunction approach, i.e:

(rlp) = ¥p(z,t) (3.95)
such that:
PYp(x,t) = piy(,t) (3.96)
where the momentum operator p is:
p = —ihV (3.97)

It is easy to check that the solution to this differential equation is:

%mwzjﬁf?zmm (3.98)

lets check the normalisation of the momentum eigenkets |p):

(plp') = o(p—p) (3.99)

Insert the identity operator into the inner product:
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o) = /M@WWWMT

— 00

o0 1 ipr 1 ip'r
= e R e dr
/—oo V2mh v2rh

— L = i(p'—p) %
= 27rh e ndr
= _— 2 —

o7 hﬁ 7o (p" — p)
= 40 —p)

which is the condition for normalisation. We can also rewrite the following:

. 1 .
rlply) = /@mmmm e
2mh
= / dps— (plply)e’
But (p|p = (p|p, therefore:
0lol) = o= [ doptpiv)eri
vV2rh
Now substitute the following:
p({rlp) = pirlp)
— eip%
- F 2mh
into Eq 3.102:
wlale) = [ ol i)
~ —ing. [ dptelp) ol
= or P\T|P)\P
Substitute back for the identity:
[ asloivi =1
Therefore:
gty =~k ()
r|p = B\
.0
= —1h5¢(7’)

Similar the kinetic energy operator is:

(3.100)

(3.101)

(3.102)

(3.103)

(3.104)

(3.105)

(3.106)
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ﬁ / 1 ~2
<T|%|¢> = %WP [¥)
1
— o [ Gl
1
- 1p / (rlp) (1) d

2m
_ L,
= S Pr)

_r
= %d)(’”)
2 9*(r)

C2m or?
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CHAPTER 4

Conserved quantities

1. Introduction

Conserved quantities like energy, momentum, angular momentum are crucial in all of physics
and it would be almost impossible to solve any problems without these. There is a fundamental
theorem in physics that states an important property of conserved quantities. It was first discov-
ered in the Lagrangian and Hamiltonian formulation of classical mechanics.

This theorem is known as Noether’s theorem derived by Emmy Noether and it states that all
conserved quantities arise due to symmetries in the equations. However in QM we will not derive
conserved quantities from Noether’s theorem and we will not discuss this any further.

Consider the expectation value of some operator Q which does not have any explicit time de-
pendence (i.e x or fiha%):

@u=[ T @ )00, )de (4.1)

Since 1) is a function of ¢, in general (Q)) will also be a function of t. So lets examine this time
dependence:

d(Q)y o* oY
ae [ Qv QY e (42)
From the TDSE:
Hw_h?) (4.3)

Substitute this into Eq 4.2:

d{Q)y Hy)
ae — [ < ) Qv +0°Q < ) .
_ / w*HQw w*Q]th
N oo ih
= - / o) ) Wdx
= % / H Q 1/)d:1: (4.4)
For a conserved quantity:
d
Q@ _y (4.5)
V1, the only way this can be true is if:
[H,Q] =0 (4.6)

39



40 4. CONSERVED QUANTITIES

In other words if an observable has an operator that commutes with the Hamiltonian operator,
then the observable will be a conserved quantity. For example if Q = 1, then its expectation value
is:

(1QI) = (¥lv) (4.7)
and the time derivative is:
Q) _ d
— ;[ v (4.8)
However, 1 is just a constant, therefore obviously commutes with the Hamiltonian, meaning:
d
— =0 4.9
£1@) (49)

What this mean is that the probability is conserved independent of time, i.e (¢]|¢) = 1.

2. Probability current

We know that ¢*1 = Probability density, p. Lets see how the probability density changes
over time:

dp _ o 0w,
% o P+ Ew (4.10)
From the TDSE:
0 K2
ma—zf = —%v% + Vi (4.11)
Therefore:
1o} i (B2
Wi (Ee-ve) (412)
o™ i [ R? . .
(;i =2 (mv% Vi ) (4.13)

Now substitute Eq 4.11, 9.39, 4.13 into Eq 4.10:

dp i R, . Y i (h%_, N
5 = h(mvw —Vw)w—h(gmvw—vwﬂ
_ ﬂ 2,/ % _i * _ﬁ 2 * i *
= 2mV¢¢ hngw o Y VYT + hdﬂﬁ

1

ih
= _ *_qh* 4.14
oV (B = V) (4.14)
The probability current, j is defined as:
F= 2 (v v vw) (415)
=5 .
finally we have the conservation law:
0 -
P ivi=0 (4.16)

ot
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3. Ehrenfests’s theorem

Coming back to the condition for a conserved quantity:

dw|Q) i, s
—— = —(¢y|[H 4.17
DAL (i, Qll) (417
Now we can consider operators that are known to correspond to a given physical observable
and check weather it commutes with the Hamiltonian operator to see weather that that quantity

is conserved or not.

Note that this commutation relation has to be calculated for each different system. A conserved
quantity in one system may not be conserved in another system. For example, the system of
a free particle will conserve momenta as there are no external fields, however if an E-M field is
applied, momentum may no longer be conserved. But the crucial difference (and specially) about
the Hamiltonian is that it corresponds to the energy of the system and obviously the Hamiltonian
will commute with itself. So energy is always conserved in any system.

Lets consider the momentum with a general Hamiltonian:

[Hﬂ¢—»ui+ﬁ4w
- E;4w+Wﬂ¢ (4.15)

p? will always commute with p (infact p" will always commute with p ), therefore the only
non-zero term is:

(5] v = [V.5] v (4.19)
The L.H.S is:
.0 B L~ 0 L OV (x)
[V,zhax]w = {zhvaxzh g ]1/}
_ o, 0 OV (x) L O0Y
= —’LVFL& + ’LhaT¢ + ZFLV%
V()
= ih e (4.20)
Therefore:
{H, ;3} - iha‘;;x) (4.21)

which is not zero in general and perfectly illustrates the point that was made before that
the momentum may not be conserved for all systems. Here one learns a little bit more about it.
A system which has a potential which is not explicitly a function of position, will conserve mo-
mentum, i.e constant electromagnetic fields will conserve momentum, but a changing field will not.

Conceptually this agrees with Newtonian physics. Newton’s second law may be written as:

—VV(z)=mi=p (4.22)

So a potential that is changing from place to place will change the momentum, say of a particle
traveling in its vicinity by inducing a force. However, if there is no change in the potential, then
there will be no force and the momentum will be the same at all times. This is a conserved
quantity.

In fact Newton’s second law comes out explicitly:
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So on average QM is the same as

d
= a@ﬂp\?ﬁ)

= o |[E] |
oV (x)
Ox

= () ()5 )
oV (x)

:7<833>

(4.23)

CM. No lets check weather the position is conserved.
Intuitively one can easily think of a (sufficient) condition for the conservation of position (not
talking relativistically, hence ignoring the effect of moving reference frames); the particle must
have any velocity. Lets see if the equations predict this result aswell:

< laly) = 1 (01 [,2] o)

Compute the commutator:

i) jv) =

Therefore:

Therefore:

Which is exactly what was expected.

h? h?
_%(wl+xw//+wl)+27mw//
_Roy

m O0x

(p)

m

(4.24)

(4.25)

(4.26)

(4.27)

Note that we have just shown that the classical equations of motion are obeyed on average in
QM. So far, only the expectation values of quantities have been taken into consideration, regard-
ing the commutation relation in Ehrenfests theorem. However now one would like to know whether

the commutation relation:
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[H,Q} =0 (4.28)
has any consequences for individual measurements. Consider again the Hamiltonian operator
and its eigenvalue equation:

H¢n = En¢n (429)
This means that if:

W, t) = e i g, () (4.30)

(where ¢, (z) is not a superposition state) then anytime a measurement is made on the system,

the observed value will be E,,. Now suppose the same functions are also eigenfunctions of another
operator Q:

Q¢n = qnPn (4.31)

This just means that as long as ¢,, is not a superposition state, every time a measurement is

made via the Q operator, the result will always be ¢,. To see the condition this imposes on both
the operators, consider the eigenvalue equation of H again:

act on both sides with Q:
= EnQn¢n
= qnEnon (4.33)

Now start with the eigenvalue equation for Q and act on it with H:

HQ(JS” = QnEnqsn (434)
which are the same therefore:

HQ4, = QHo, (4.35)

This just tells us that the operator Q must commute with the Hamiltonian for them to have

the same eigenvectors. This means that it is possible for a particle to be in a state of definite energy
(stationary state) in which the value of the observable Q is also definite. This whole derivation
was done in terms of the Hamiltonian operator and the energy eigenvalues, however notice that
there is nothing specific used that is characteristic of the Hamiltonian. In fact this condition of

[H, Q] = 0 holds for any two operators that have the same eigenfunctions.

The obvious question to ask next is what if ¢ (xz,t) is not an eigenstate. Suppose it is a su-
perposition state of the form:

U@, t) = argr(z)e ™ E + ayga(x)e e (4.36)
where ¢1 and ¢o are both individually eigenstates, and the requirement for the probabilities
to add up means:

lax|? + |as|* = 1 (4.37)
therefore:

Prob(E = E) = |ay |2 (4.38)

Prob(E = Es) = |as|? (4.39)
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Now lets compute the expectation value of Q:

Q) = /w*Q¢dz
N / (GT¢T(x)€iE1% + ‘l;@(x)emﬁ) Q (a1¢1(x)e_iE1% + a2¢2(x)e—iE2%) i
B / (GT¢T(x)eiEl% - a;¢§(x)eiE2%) (azal(bl(x)e_ml% + a2Q2¢2($)6_iE2%) dx

= /|a1|2|¢1(x)|2q1 + alagdt (x) o (x)e Fr—F2) T g,

+ qajardi(z)en () P BT 4 gylas|?| o (a) Pda (4.40)

Using the ortho-normality of the wavefunctions, the final result:

(@Q) = qilar* + gaaz|® (4.41)

This just means that when a measurement is made on the state for the observable Q, the

outcome will be q; with probability |a;|? and go with probability |az|?. Thus if a measurement of
both H and Q, the result is:

E1,q1 with probability = |a;|? (4.42)

Es, g2 with probability = |as|? (4.43)
The fundamental point is that if two operators commute, then the physical observables they
correspond to will have precise values and will be measurable simultaneously. Next, lets examine
what happens when two operators do not commute. Start with the example that was seen pre-
viously, of the infinite square well. Consider the Hamiltonian and the momentum to be the two
operators in question. It was shown in the previous section that:
aVv

[]I:]L ;6} = ih (4.44)

the potential has the form given in Fig 1. This means that in general %—‘; is not zero and hence
the two operators do not commute. When discussing the infinite square well problem, it was seen
that if the particle had a definite energy:

W(x,t) = e i g, (z) (4.45)

then 1 is a superposition of states with different momenta. This proves the previous premise

that once cannot know both the energy and momentum at the same time as the operators do not

commute. This is a general statement in QM; if A and B are physical observables with Hermitian
operators A and B with:

[A,B} £0 (4.46)
then it is not possible to simultaneously know the values of A and B.

4. Complete set of Quantum numbers

Suppose there are two operators Q and R, that satisfy:

[H, Q} - [H, R} —0 (4.47)
then:
i@y = Sim =0 (4.48)

Q and R are both conserved. However if:
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[Q,R]#0 (4.49)

then it is not possible to make a definite measurement of both the quantities simultaneously.

But if they do commute, the it is always possible to find simultaneous eigenfunctions of Q and R
and H and they all can be measured precisely and simultaneously.

In this case the wavefunction is:

P(x,t) = e Eni g, (x) (4.50)

which has definite energy, F,, definite Q, ¢, definite R, r,,. E,, g,,r, are all quantum num-
bers of the state 1. The operators Q and P are called compatible as they commute with each
other and the Hamiltonian. In the case that [Q, R] #0, Q and R are called incompatible and it
is not possible to find a state, in which all 3 of the physical quantities are simultaneously measur-
able. Instead one can find a state in which either F and g,, are measured or E and r, are measured.

As an example, consider the momentum and position operators in general:

[p, 2] = ih (4.51)
therefore it is not possible to find a state in which both p and x have definite values. It is

said that E forms a complete set of Quantum numbers if the maximal number of simultaneous
eigenvalues are specified.

5. Uncertainty principle

Now we want to know what happens in general when a measurement is made on a general
state that is a superposition itself. First consider the energy superposition:

P(x,t) = argre BT 4 aggpe 2R (4.52)

Consider a measurement being made on the energy at time ty. The possible measured values

are E1 or Ey with probabilities |a1|? and |az|? respectively. Suppose the result is Ej, from the
postulate of the collapse of the wavefunction, we know that the system will be in the state:

V(1) = g (x)e” 1R (4.53)

at time ¢t = ¢y + 0t. Every experiment ever performed leads to results that are consistent with

the ’collapse’ postulate, however the true interpretation of what exactly happens at this point is

still any bodies guess. Suppose a series of measurements is to be made in an experiment. Consider

the experimental set-up to be one that reproduces the infinite square well system(of course it is

not possible to have a truly ’infinite’ potential, however very large potentials can be sufficient as
an approximation to the infinite square well). The system will have the states of the form:

Y(x,t) = Zan(bn(ac)e_mn% (4.54)
n
2

o= Y2 (") (4.55)

a a

the energy spectrum of the system has the form:
h2n?n?
n = ——— 4.

2ma? (4.56)

Now measure the energy of the system. Suppose the measured value is F1; the wavefunction
immediately after is:

U(@,t) = g1 (x)e ErR (4.57)
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Now measure the momentum. Since the momentum eigenstates are not the same as the energy
eigenstates, one must rewrite the energy eigenstates given in Eq 4.57 as:

—iE Lt 2 ]. imtha __imhx
e 'hy/—— (e ha 4 e ha
a2

e (21 . ip_ T
_ e*lElﬁ \/7 (e””rﬁ + eizp*ﬁ) (458)

a2

P(x,1)

This is now a superposition of two momentum states. After the measurement, the system will
collapse into either the state with p, or p_. Consider it collapsing to the p, state:

. 1 . .
x,t) = e B et 4.59
e 7 (459)
Finally, consider making a measurement on the energy again. Once more the state needs to
be written in terms of energy eigenstates, i.e get the exponential s into the sine function. The
exponential can be expanded using Euler’s identity:

Pz, t) = e_jal;z (cos (%) + isin (77@733)) (4.60)

The sine term is already an energy eigenstate, but the cosine term must be turned into a sine
function and this can be done using Fourier series, expand the cosine term as:

% cos (%x) = \/znij:l @y, Sin (?) (4.61)

Note that the expansion basis is the earlier eigenfunctions. The coefficients are given by:

1 [ /2 nw T
ap, = —/ \/7$in (—) cos (—)dm (4.62)
va Jo Va a a
These coefficients are 0 if n is odd and w(%ﬁli) if n is even. Intuitively, this makes sense as
the cosine function is an even function, therefore the expansion should only have even terms in it.

Therefore the exponential term becomes:

NI 2
\/& - ﬂ@bl( )+ Z 7T(n2—1)¢"( ) (463)

n—=even

Therefore the overall wavefunction is:

So the observed value for the energy are:

n=even

1
F1 with probability 3
. - 32
FE, with probability —
972
128

8n?

ne — ™

(4.65)
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Thus even though the system started off in an energy eigenstate, by a making a measurement
of momentum (and from the fact that the momentum operator does not commute with the Hamil-
tonian) the particle is now in a state of indefinite energy, i.e all information about the energy is lost.

This, I believe, is one of the most mysterious aspects of quantum mechanics. With the collapse of
the state postulate interpreting this phenomena is not easy. What is being observed is that a state
with definite energy, is disturbed to such an extent by the measurement of the momentum, that
the energy spectrum becomes infinite!(even though the individual values of the energy are finite).
This is suggesting that the role of an observation is absolutely key and of fundamental importance
in QM, and this same suggestion also support for the collapse of the state interpretation.

It is these considerations that lead Heisenberg to his famous uncertainty principle. In fact the
uncertainty principle is not 'put in by hand’ into the theory of QM, i.e it is not an axiom of the
theory. It can be derived by the already stated axioms. In general, the uncertainty in a measured
quantity ¢, is defined as:

(Ag)* = (¢%) — (9) (4.66)

Notice again that these quantities are all expectation values. This means, for this equation

to be useful, ’sufficient’ amount of data has to be accumulated. Ag is just zero for a single
measurement. Heisenberg’s uncertainty principle considers  and p and states:

AzAp > h (4.67)
a

There is an analogous relation for energy and time aswell. The important thing to realise is
that this principle is intrinsic to theory of Quantum mechanics and is not an artifact of imprecise
measurement. It says that if the position of a particle is known to a precision of Ax, then the
maximum precision one could know its momentum is:

h
Suppose one has Gaussian wavefunction:
1 _ a2
¢(z) = Janl® 202 (4.69)
The expectation value of x in this state is:
@ = [ alo@Pds
[ e (1.70)
= re o2 dx 4.70
.

Notice that the function being integrated is an odd function, therefore integrating it over an
even limit, like oo to —oo will give 0:

(z) =0 (4.71)

Now compute:

(z?) = / pledr = = (4.72)

a~/m 2

Substitute the results for the uncertainty in x:

Az = [(2®) — (:c)Q]% = (4.73)

Do the same for momentum:
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ih oo 22 22
p) = —— -5 9 e — 0 (4.74)

e 2a2

N . Ox

FLQ > z2 82 ,i

2 —
%) = _aﬁ _Ooe 2a28x26 242 dx
h2 o0 z2 $2 1 d
= _—— T a? _—— =
avT J_o ¢ <a4 a2> .
ﬁ2
= 33 (4.75)
Therefore:
1
Ap = [(p°)—()?]?
h
= 4.76
T3a (4.76)
Multiply Ap with Az:
ApAg =@ D (4.77)

a/2v2 2

This is exactly at the boundary of the Heisenberg uncertainty principle, this means Gaussian
wavefunctions give the possible overall uncertainty (i.e least possible AzAp). Since Ap # 0, the
momentum of the particle will have some distribution of values. We know the distribution of the
position values, they are simply represented by the wavefunctions of the system:

1 g2
o(x) = ﬁe 2a (4.78)

In Dirac notation this is (x|¢), the amplitude for particles in state ¢ to be in position x.
The question being asked now is; what about the amplitude for the particle in state ¢ to have
momentum p:

(plo) (4.79)

To convert from z basis to a p basis, one simply has to take the Fourier transform of the x
wavefunction:

ipx

- 1 o
i) = o= / daeF o) (4.80)

Recall in Dirac notation, we could use the identity matrix in the x basis to find (p|¢):

wio) = [ ole)elo) (4.81)

—00
ipx
where (p|z) = (z|p)* = \e/;rfh Now the integral from the Dirac relation becomes:

ipx

wie) = [ h o) (4.82)

Which is the same as Eq 4.80 as expected, so lets do the integral:

ipr z2
A e 2a2

0 1 1
= dxi —— (&
1 1 > ipx 22
——+ari dxe™n 247 (4.83)
v 27h —oo

Now one has to complete the square in the exponent:
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1 . [ 7#((m71’pa2)2+p2a4)
<p|¢> = \/&774 dxe 202 2 72
V2rh -
a

_ p2a?
= / hﬂé e 2n2 (484)

Which is just another Gaussian.







CHAPTER 5

Simple Harmonic Oscillator

1. Introduction

When I was in high school, I used to wonder why we study the framework of a Simple Harmonic
Oscillator. All the teachers would say that it is very important and comes up everywhere in physics.
In fact, Sidney Coleman (an American theoretical physicist) once said:

The career of a young theoretical physicist consists of treating the harmonic
oscillator in ever-increasing levels of abstraction.

But why is this? Consider any system in nature, the fact that a system is observed, means it
will exist and this will be, I believe a crucial point in explaining the importance of the Harmonic
oscillator. Most systems (that are interesting!) will involve at least two particles and particles
can interact with each other via four forces; Gravity, Strong nuclear force, Weak nuclear force,
Electro-magnetism.

Which of these forces is used will depend on the two particles themselves, however that is not
important in this discussion. Suppose, one of the particles carries a charge +¢q and the other
carries a charge —¢q. This means that there will be a Coulomb force between the two particles of
the form:
¢
r2
This form of force will obviously start increasing very rapidly as r < 1. Of course in reality, we
know that there are other forces in nature that will stop the particles coming too close, however
there is always a regime in which the becomes very large, without intervention from another force.
If there really were no forces to stop this electro-magnetic attraction then the particles would
end up coming closer and closer and one would get a singularity from the equation. To stop this
happening, there always has to be a restoring force.

F (5.1)

The mathematical nature of this force only really has one key property that it must satisfy;
the force must oppose the attractive force. This has the effect of restoring the system back into a
previous configuration and this is a key requirement for systems that are stable for long periods of
time. This is of utmost importance for systems in nature, as a system that will be unstable i.e has
runaway effects as described above, will not exist for long and therefore is less likely to be observed.

So now I have the answer of why Harmonic oscillators appear everywhere in nature. Now let’s
move on to the technical aspects of the Harmonic Oscillator in QM.

2. Framework of Harmonic Oscillator

The harmonic oscillator usually has a restoring force of the form:

F=—kz (5.2)
the sign is a matter of notation, the important thing is that the sign must be opposite to the
other force of the system. The force is give by:

F=-V (5.3)

51



52 5. SIMPLE HARMONIC OSCILLATOR

which in 1-D reduces to:

ov
F=—— 5.4
o (5.4)
Therefore equating the two forces gives:
ov
—ky = —2_
“ Ox
kx?
Vv = == 5.5
- (5.5)
Using this potential one can construct the TISE for a SHO:
h? 9%¢  ka?
_——_——_— — = E .
om g2 T g ¢=E9¢ (5.6)

it turns out that it is convenient to rewrite this equation in terms of a variable transformation
defined by:

y=oar (5.7)
Computing the transformations from x — y:

9o _ 0% _ 90
dr  Odydxr Oy
0 _ 20
0%x oy?
2
2 _ ¥
et = = (5.8)
So the TISE becomes:
R?a? 0% 1k
~ om 673,/2+§$y ¢=E¢ (5.9)

The idea now is that since this is an energy eigenvalue equation, the terms on both sides must
be energies. This gives a motivation for equating the coefficients of the K.E and P.E to sure the
dimensions are correct. This gives a condition for «:

Bar 1k
2m 2«
vmk
o? % (5.10)

Now we define w = \/%, which is the same as the classical angular frequency, this means «

can be rewritten as:

Substituting into the TISE gives:

2

——+

ho [ d2¢
dy?

- (5.11)
y2¢)> E¢ (5.12)

Finally to make this differential equation a dimensionless equation, one further substitution

is required:

wlF] &

(5.13)
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Substituting this into Eq 5.12:

dfw 6= ed (5.14)

Just looking at this equation, it is obvious that the solution will be in the form of a Gaussian,
so try the solution:

Po=¢€"% (5.15)
Substitute into Eq 5.14:

+y%0 = €

e —y’e T +y‘e z = ee (5.16)
This is a solution if ¢ = 1 and from Eq 5.13:
hw

Which is the ground state energy of the harmonic oscillator (Note that this is not zero). The
obvious next question is, what are the other eigenstates. It turns out that there are two ways of
finding them. One way is to try a solution of the form:

2
¢ =H(y)e T (5.18)
where H(y) is a polynomial in y. Substituting this into the TISE:
d ?12 ?12 ?/2 ?/2
~u <H'(y)62 - yH(y)62> +y*H(y)e T =eH(y)e =
Y

y2 y2 y2 y2 y2
H(y)e™ "5 +H'(y)ye™ s + Hy)e T +yH' (e ** —?H(y)e = +y2H(y)e * = eHy)e

y2 y2 y2 '.’JZ

—H'(y)e™ > +2yH'(y)e” > + H(y)e > =eH(y)e™ *

—H"(y) +2yH'(y) + H(y) — eH(y) =0
H"(y) = 2yH'(y) + H(y)(e = 1) = 0 (5.19)
This is called Hermite’s equation and can be solved by using the Frobenius method:
H(y) = Z anyn
H/(y) = Z annyn_l
n

H'(y) = Y nn—1)y"> (5.20)

n

Substitute these into Eq 5.19:
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D ann(n =1y =23 apny" + (€—1) Y any" =0 (5.21)

Equating the coefficients of the same powers of y:

> apn(n—1)=0 (5.22)

Since this must hold for all n:

n=1or0 (5.23)

n = 0 is just the trivial solution. The coefficients for the power of n:

—ZZann—l—(e—l)Zan =0
—2a,n+ (e—1)a, = 0 (5.24)
Therefore:

e=2n+1 (5.25)

Even though this solution gives the correct eigenvalues of energy ¢, it does not provide the full
spectrum of solutions to the Hermite equation. Instead we have to try the more general solution:

H(y) = any"** (5.26)
n=0

The difference between this and the previous guess is that now the powers of y can be non-
integers or even negative numbers. Once again, lets compute the ingredients for Hermite’s equa-
tion:

H(y) = Y an(n+a)y !
n=0

H'(y) = Y an(n+a)(n+a—1yte? (5.27)
n=0

Change the variables in H" (y) by defining:

m=mn—2 (5.28)
oo
H'(y) = Y amy2(m+2a) (m+a+1)y"
m=0
= Zan+2(n+o¢+2)(n+a+ Dy™ (5.29)
n=0

Substituting these into Hermite’s equation:

aoa(a—l)ya_2—2a1a(a+1)ya_1+z [ani2(n+a+2)(n+a+1)—2a,(n+a)+ (e —Day]y"T* =0
n=0
(5.30)
The term that corresponds to the lowest power of y (in this case n = —2) is called the indicial
equation. Equating all the powers of y to zero:
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apa(a—1) = 0
2aiaa(a+1) = 0
anr2(n+a+2)(n+a+1)—2a,(n+a)+(e—1a, = 0 (5.31)

The indicial equation gives two possible solutions for «, either 0 or 1. Now one has to choose
a value to proceed with the calculation. If @ = 0, then a; can be non-zero in general, if a = 1,
then a; must be zero. Either way ag is not zero in general, so lets proceed with o = 0. This now
gives the recurrence relation from Eq 5.31:

ant2(n+2)(n+1) —2aon+ (e —1)a, = 0
2agn — (e — D)ay,
(n+2)(n+1)
2n —(e—1
Nl Cnlld)) (5.32)
(n+2)(n+1)

Because the recurrence relation connects the coefficients a2 and a,, one obtains two in-
dependent series, one with even numbered and one with odd numbered coefficients, and the full
series is the sum of the two. Since these series are to be part of quantum wavefunctions, they have
to be normalisable, therefore the next step is to investigate under what circumstances the series
converges. To do this the odd numbered and even numbered series can be considered separately.

an+2

The ratio of neighboring coefficients for the even numbered series is:

Ap42 2n+1—e€
= 5.33
an, (n+1)(n+2) (5:33)
For large n:
Ap+2 2
- 5.34
0 (5.34)

And of course it is the same for the odd-numbered series, so the coefficients converge which
is a good things. Now the y component of the series has to be checked; first expand ey’ using the
Taylor series:

4 6 s n
y? 2, Y Y — Y
e =14y’ + Tk = > Bl (5.35)
n=02,4... \2
which is equivalently written as:
ev? = Z eny” (5.36)
n=0,2,4...
with ¢, = (%)!, once again for large n, the coefficient ratio goes as:
etz 2 (5.37)
Cn n '
This tells us that for large y the behavior of the series solution is like e¥2, i.e:
2 ¥
o(y) = H(y)e” =z ~ez  for large y (5.38)

This means that the wavefunction ¢(y) will diverge for large y and hence it will not be
normalisable. The only way to make the wavefunction go to zero is if the series does not get
summed over to infinity. This is where the clever part comes in, look again at Eq 5.32, it is easy
to see that the coefficients will terminate if:
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e=2n+1 (5.39)

If this holds, then all terms higher than n are zero and this makes H(y) a polynomial of order
n. Since the overall wavefunction is a product of the polynomial and the exponential term, the
wavefunction goes to zero for y — +oo and this is a normalisable wavefunction. Using the relation
between € and energy, E:

E=(n+ )ho (5.40)

where n can take on any integer values. These set of polynomials are called the Hermite
polynomials of order n, written as H(y). They are defined by choosing the constants ay and a;
so that:

Ho(y) = 1 (5.41)

Hi(y) =2y (5.42)
One can show that application of the recurrence relation is equivalent to:
Ho(y) = (—1)nev* o (5.43)
The overall normalised wavefunction of the Harmonic oscillator takes the form:

22

! e 2.7 (5.44)

- _H
V2rn! (ra?)®
3. Operator Method

Yn(z) =

3
—

SRS
—

A much more instructive method that makes calculations much easier is the operator method.
In fact this method extends into Quantum Field Theory aswell. In the previous section, it was
shows that the Hamiltonian operator, in the y coordinates can be written as:

hw d?
H=—|-+5+19° 4
> ( ay? +y > (5.45)
The idea is to now define operators of the form:

or = (g +v) (5.46)

a_ = ;i(;;ﬂ/) (5.47)

These are called the raising and lowering operators respectively (sometimes also called ladder
operators). Lets check the commutation relation between these operators:

la—,ay] =a_as f(y) —ara_f(y) (5.48)
1 2
First deal with term 1:
2

st ) =3 (<5401~ 1) (5.49)

Term 2:
1/ d& 9
evafl) = (-5 + 927+ D50

Therefore:
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L@ &Ef
la—,a]f(y) = 3 (‘dyQ‘f'y f‘f'f‘f‘dTJQ -y f+f>
1
= S CfW) (5.51)
deleting the function f(y) from both sides:
[a_,ay] =1 (5.52)
Now the Hamiltonian can be written in terms of these operators:
1
H=lhw(aya_ + 5) (5.53)

Therefore the TISE is:

hw <a+a_ + %)(b = E¢(5.54)

Substitute € = £ :
2

(2ara_ +1)p =€¢ (5.55)
Lets see how the ladder operators act on the eigenstates:

a(b — 1(d+>6_1122
-0 = \/5 dy Yy

= 0 (5.56)

Since ¢g is taken to be the ground state wavefunction, we see that the a_ operator reduced
the ground state wavefunction to 0, hence its name annihilation operator. Using this result one
can check that the expansion for the Hamiltonian in terms of the ladder operators is correct:

(2aya— +1)¢o = 2aia—_¢o+ do
= %o (5.57)
This means that ey = 1, which is the same as before and therefore it is confirmation that the

Hamiltonian is accurate. In fact the relation of the ladder operators on the eigenstates can be
generalised even further. Act on the TISE with the raising operator:

ar(2ara_ +1)p = ear ¢ (5.58)
Use the commutation relation:
a_ay —aya_ =1 (5.59)
Therefore:
020 ay —1)9 = caro
(2a4a_ay —lay)d = eayd
(2a—ay +1) a9 = (e+2)aso
Hay¢p = (e+2)arod (5.60)

This means that if ¢ has an eigenvalue €, then ay¢ has an eigenvalue € + 2. Following the
same method one can apply the a_ operator to the TISE:
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a_(2ara_ +1)¢p = ea_¢
(2a_ay +l)a_¢p = ea_¢
(2ara_ +3)a_¢p = ea_¢
(2arail)a_¢p = (e—2)a_¢ (5.61)

This shows that if ¢ has an eigenvalue €, then a_¢ has eigenvalue ¢ — 2. There is no state
with lower energy than ¢q, therefore ¢ is indeed the ground state withe e = 1.

These results show the power of these operators. We can generate the entire energy spectrum
by repeated application of a; and a_ operators, the spectrum has the following form:

2n + 1w
1

- ()

This is a complete solution for the Quantum Harmonic Oscillator, apart from the final normal-
isation of the eigenfunctions. The normalisation can be computed by the integral corresponding

to (¢o|do):

[a)
3
I

S
|

[e'e] o 1
/ dz|¢o|? =/ dze™ " = % (5.63)

—00 —00

Therefore the normalised wavefunction is:

Q22
b0 =4/ 1€ (5.64)
T2
vmk

Recall o? = % Similarly one can normalise higher order wavefunctions (they will all come
down to computing some form of Gaussian integrals). The other key property of wavefunctions
is orthogonality. This comes naturally from the fact that they are eigenfunctions of Hermitian
operators. Therefore the overall condition on wavefunctions is:

(Pnldm) = dnm (5.65)

There are similarities between the SHO and the infinite square well. As was seen in the so-

lutions formed by solving via the Frobenius method, the wavefunctions ¢, (x) are in an even-odd
sequence like the infinite square well. Also the n'” excited state has n nodes.

Finally lets discuss some properties of the ground stats. Consider a classical particle with the
ground state energy %J, this particle will be confined to a region where:

1 1
E>V(z) Sho> 5’“2 (5.66)
This means 2% = é at the limiting case, therefore the particle is confined in the region:
1 1 1
r=x— 5 ——<z<— (5.67)
! @ a

Suppose the particle now decides (as if it has a choice!) to show its quantum nature, still in the
ground state of the Harmonic Oscillator. In the classical case the limiting factor was E = V(x),
in this case lets substitute this into the TISE:

—o— 5 + V()p = E¢ (5.68)
m Ox
Since £ =V
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32
aT;f =0 (5.69)

Substitute in the ground state wavefunction:

Po _ 9 far e
922~ ow\ax O ° B

T3
_ wa a%‘f‘rz - a%fﬂ =0 (5.70)
2 T4 mTa
Therefore:
2 2
2 = — —z= :l:£ (5.71)
«a «

Which is of course different to the classical case!

4. Ladder operators in Dirac notation
Now lets formulate the Harmonic oscillator in Dirac notation. First define the normalised
eigenkets |n), where:

H|n) = E,|n) (5.72)

Another operator, called the 'number operator’ can be defined as:

N=aja_ (5.73)
This operator commutes with the Hamiltonian:
1
[H,N] = [w(ata_ + 5)’a+a*]

Aol(N + 3), N

= hw ([N,N] [ N])

57
9 (5.74)

The eigenkets |n) are labeled by the eigenvalues of this operator, which are just the number
of particles in the system:

N|n) = n|n) (5.75)
Previously we saw that a_ annihilates the vacuum (ground) state, so in Dirac notation we
have:

a_|0) =0 (5.76)

The effect of the raising operator is:
ay|n) = Aln + 1) (5.77)

where A is a normalising factor, to find it we take the length squared of both sides:

(nl(ap)tayln) = (n+1[A*Aln+1)
= |4)? (5.78)



60 5. SIMPLE HARMONIC OSCILLATOR

it is also known that (a4 )" = a therefore:

|A]? = (nla_ay|n) (5.79)
use the commutation relation:
[a_ay] = (5.80)
Substitute this into:
AP = (nlaya_ +1Jn)
= (N +1|n)
= n+1
A = Vn+1 (5.81)

Similarly the lowering operator has the relation:

a_|n) = Bln — 1) (5.82)
B is worked out in a similar way to A:
|BJ? (nlata_|n)
n|N|n)
= n
B = n (5.83)

Since |A|? and |B|? are the only physical observables there can, in principle be a phase term
in front of A and B. So in summary we have:

arln) = Vn+1ln+1)
a_|ln) = +/njn—1) (5.84)
Note that a_ acting on |0) does indeed annihilate this state. There is no lower energy state
than the ground state (hence called the ground state).



CHAPTER 6

Angular momentum

1. Quantising classical angular momentum

In classical physics the angular momentum, E, is the amount of rotation of an object has,
taking into account its mass and shape:

L=Iw (6.1)

I is the moment of inertia (the inertia related to rotation), w is the angular velocity:

)
I = Emiri
i

XU
= 6.2
o - = (6.2)
Therefore:
L = #xmV
= 7FXp (6.3)

where p is the momentum. Of course in QM the angular momentum must be an operator
associated with it. So we use the usual canonical quantisation method (i.e take classical dynamical
variables and equate them to operators):

L=—ihFxV (6.4)
where:
o~ 8- -
V= ((%H gl T 62’k> (6.5)

The underlined vectors represent the unit vectors in the x,y, z directions respectively. The
is the radial vector:

F = ai 4 yf + ok (6.6)
Computing the cross product in Eq 6.4:

rxV = Gij}cfif}‘vk
€ijkI1Tj Vi + €2jkT; Vi + €3j5T37 Vi
= (Vs —73Va) 7 + (= Vs+ V) Ty + (M Ve — Vi) Ty (6.7)

here the subscripts represent the coordinates as follows:

1=2,2—>9,3—>z2 (6.8)
Therefore the cross product is:

F (00N (0 D
N yaz Z@y £ ZBx xaz
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<y

0 0\ .
N (a:ay _ yax> z (6.9)
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Thus the angular momentum operators in Eq 6.4 become:

0 0
Lo = —n (ya - ay>
0 0

. 0 13}
L, = —ih (;Uﬁy - y&r) (6.10)

The total angular momentum operator is given by:

LP=L2+L}+L2 (6.11)

In classical physics all the components and the total angular momentum are physical observ-

ables and can be measured simultaneously. The simultaneous measurement of all the components

and the total angular momentum is not possible in QM. Recall that for two observables to be

simultaneously measurable, the operators they correspond to must commute, so lets test this for
each of the components:

[le Ly] = [(ypz - Zpy)7 (me - xpz)]
= [yps, 2pz] — [Yp=, ¥p2| — [2py, 2p2] + [2Dy, ¥D:]

= [Ypz, 2pe] — 0 — 0+ [2py, 2p;]
= ypw[pzaz] +py [Z pz]
= ypz[ps, 2] — pyx([ps, 2]
(ypz — DyZ )[pz,z] (6'12)
Recall that:
[pz, 2] = —ih (6.13)
Therefore Eq 8.12 becomes:
[Laca Ly] = —ih(ypx —pyf)
= {hL, (6.14)

Similarly we have the following commutation relations:

[L,,L.] = ihL,
[L.,L,) = ihL, (6.15)

These relations can be written out compactly as:

[Li, Lj] = iheiji L (6.16)
where the subscript’s take on the usual values of x, y, z. This means out of three components of

angular momentum only one quantum number (measurable quantity) can be obtained. In addition
we have the commutation relation:

[Lo, L] = [Lo, L3+ L2+ L7
= [Lo, Lo)* + [Lo, L3] + [La, L]
= [Lw’ Ly]Ly + Ly[Lw’ Ly] + [L:m Lz]Lz + Lz[an Lz]
ihL,L, +ihL,L, —ihL,L. —ihL.L,
0 (6.17)
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2. Eigenvalues and eigenvectors

We will not derive the eigenfunctions and eigenvalues of the angular momentum here are:
LY, = Rl +1) (6.18)

where | = 0,1, 2,3 and for a fixed [, the possible values for m are:

m=—-l,—1+1,...0—1,1 (6.20)
The eigenfunctions Y}, are called spherical harmonics and are functions of (6, ¢) and nor-
malised as follows:

[ Y52 (6)Yirne (66)92 = Gy (6.21)

dS) is the solid angle 0&¢ are coordinates in the spherical polar coordinates:

r = rsinfcosg¢
= rsinfsinf
z = rcosf (6.22)

3. Ladder operators

For the SHO we had two frameworks to work in; differential equations and the other one is
the operator method using the raising and lowering operators. A similar method will be used
now to formalise the concept of angular momentum. The creation and annihilation operators will
be defined abstractly, this will show that there are more possible eigenvalues of L? and L, then
found using differential equations. To see how this happens, start from the beginning and propose
eigenvalue equations of the form:

LZ'(/J —_ hQKQw
L.y = hky (6.23)
To find K? and k, introduce the operators:

Ly = Lp+il,
L. = L,—ilL, (6.24)

these are sometimes called the angular momentum ’step’ operators and they follow the fol-
lowing commutation relations:

[L+7Lz] = _hL-i-
[L_,L,] = hL_ (6.25)

Now consider a wavefunction that satisfies:

L.y = hkiy, (6.26)

Define a new function:

Y= Lty (6.27)
in general this wavefunction will not always be non-zero. Lets try to find out what happens
when 1)’ is acted upon by L.:
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L., = L.L (6.28)

But we know the commutation relation:

LiL,—L.L,=—hL, (6.29)

Therefore:

L,Li=LyL,+hL, (6.30)
Substitute Eq 6.30 into Eq 6.28:

L.y = (hLy+ LyL.)x

RL by + Ly Loy

I + hk L1y

'+ ik’

— AL+ k) (6.31)

Thus the state ¢ must be at least proportion to (if not equal to) a state with L, eigenvalue
Mk +1):

Lyt =" = i (k)hri (6.32)

where ¢, (k) is just the normalisation constant. So it is seen that L acting on vy, 'raises’ the
states eigenvalues by 1 to k + 1. Similarly define:

Y+ L vy, (6.33)
Act on it with L.:

L.y = L,L_ 4y

= (L-L.—RL_)yy

= L_L.x —hL_ty

= L_hkyy, — hy"

= m(k—1)

= h(k— 1)y (6.34)

L_ is sometimes called the step down operator, together this step operators move the eigen-

values of L, up or down in units of 4. The obvious next question to ask is, what is the effect

of Ly,L_ on the L? eigenvalues. Firstly, notice that since the step operators are just a linear
combination of these two:

Ly =L, +iL, (6.35)

It is obvious that L2 will commute with them:

[L2,Li] =0 (6.36)

Of course this means that L? and L will share the same eigenfunctions, i.e if 1y satisfies:

L2y, 2 = B2 K 2ty g2 (6.37)
then:
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L (Litprgz) = LyLl*p ke
LR Ky e
R2K?(Liy x2) (6.38)
And similarly, the L_1)y, x> yields the same result, thus L, L_ do not change the L? eigenvalue

(i.e they do not change the total angular momentum). To summarise what has been shown so far;
the L, operator generates a tower of L, eigenstates with eigenvalues:

—h(k —2),h(k —1),hk,h(k+ 1) (6.39)
by repeatedly acting of ¢,. However Ly do alter the total angular momentum eigenvalues,

K?2, this means the, k, values must be bounded such that the total angular momentum does not
change. To see how they are bounded, note that:

LP-L2=L+L; (6.40)
Now consider an arbitrary member of the tower, say 1 x> (|k]/K?)) and take the expectation
values of both the operators above in this state:

(RE2IL? = LI K?) = (kK| (L2[k K?) — L2k K?))
(ki EC R K2k K?) — (kK| L2k K
P K? — Wk} (6.41)

The L2 + L operator gives:

(M K?|L2 + LK  K?) > 0 (6.42)

as the sum of the expectation values of Hermitian operators is always positive. To see this,

consider the expectation value of an arbitrary operator O squared, where O is Hermitian, i.e it
obeys:

0 =0" (6.43)

©) = [v0tvds

/ (04)* Ovdz
_ / 04[2dz (6.44)

and the integral of a positive quantity is a positive quantity!, therefore we have shown that
the sum of expectation values of two Hermitian operators will also be positive. Returning to Eq
6.41, we now get:

K? > k}? (6.45)

This is the bounding condition on the L, operator eigenvalue. Since k’? is bounded by K2

there must be a state with the highest L., lets call it 9y, a4 k2, or in Dirac notation |Emaz, K?2)

and a state with lowest L.; ¥p . g2, |kmin, K2). These states, by definition must follow the
following conditions

min,

Ly |kmaz, K?) =0 Cy (kmaz) =0 (6.46)

L_|kmin, K*) =0 C_(kmin) =0 (6.47)
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There is a connection between the values kyqe and K2 or ki, and K2. To see this, L_L,
and Ly, L_ need to be manipulated:

L. Ly = (Ly—iL,)(L,+iL,)
= L} —iL,L,+iLyL, + L
L2+ L2 +i[La, L]
L2 + L} +i(ihL.)
L2+ L2 —hL,
= L*—-1?-hL, (6.48)
Similarly:

L L =L*-L?+hL, (6.49)
Now act on L + 1|kpmaz, K2) = 0 with L_:

L_ L |kmaz, K?) (6.50)
but L_L, =L?— L? — hL.:

L2 - L? - hLz‘kmaza K2> L2|kmaz7 K2> - Lz|kmaza K2> - hLz|kmaa:a K2>

52K2|kmaw7 K2> - h2k72na;c|kmaa:aK2> - h2kmaw|kmaw7 K2>

hQ(KQ - k?na:p - kmaw)|kmaa:,K2> =0 (651)
Therefore we have:
K? = kpgp + kmaz = kmaz (Fmaz + 1) (6.52)

Now image starting at the top of the tower of |kpaz, K2) and acting ¢ times on it with L_
until we reach |k,,in, K2), in this state, by definition:

L—|kmin7K2> =0 (653)
Lets act on this with L, :
LyL_|kmin, K*) =0 (6.54)
use:
L L_L*>—-IL*+hL, (6.55)
therefore:
L2 — L2+, lkmin, K?) = L?|kmin, K*) — L?|kmin, K?) + BL. | kmin, K*)
= h2K2‘kmi"7 K2> - h2k$nin|kmin’ K2> + thminlkmina K2>
= BA(E? =kl + kmin) | Kmin, K2)
= hZ(KZ - kmin(kmin - 1))|kmin7K2> =0 (656)
Therefore:
Comparing with:
KQ = kmaw(kmaac + 1) (658)

Therefore we get the final relation:
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k‘muw = _kmin (659)

As one goes from ka0 t0 Kmaz, in say g steps, we have:

q
2

where ¢ can take any positive integer value (and zero). It is conventional to refer to the
maximum value of & as j, i.e j = £, therefore:

kmaz — Fmin = 2kmaz = q= kEmaz = (660)

K?*=3j(G+1) (6.61)

In this convention, the eigenvalues equations are:

J?|j,m) R2j(j + 1)|j,m)
J.lj,m) = hml|j,m) (6.62)

where the quantum numbers are:

N w
N Ot

5 5 P

N =

Jj =0
m = 7‘7‘3 717‘ + ]-7 7] - 1;] (663)

This means that there are 2j + 1 possible states of the same j but with different values of m.
Interpreting the results so far; we have seen that angular momentum, j, can take on both integer
and half integer values. However, when the eigenvalues were calculated by solving the associated
Legendre equation, j was only allowed to be a integer for normalisable solutions.

The reason this has happened, is that in the operator method of solving for eigenvalues, we
just use the commutation relations:

[Li, Lj] = iheiji L (6.64)

Nowhere was the differential representation of L., L?, used. What has actually happened is
that a more general problem has been solved, the commutation relation reflects the law of the
combination of relations in 3-dimensions and is satisfies whatever the nature of the wavefunctions
they rotate. This means that the there must be another source that follows the commutation rela-
tions for a rotation in 3 — D, indeed we have discovered a property of spin, however this property
does not have anything to do with spinning, i.e an electron with a nonzero spin values, does not
actually have anything to do with the fact that the electron is spinning. Spin wavefunctions are
not functions of angular coordinates 6, ¢.

The representation of spin wavefunction is completely abstract, and only comes from experi-
mental observation (Stern-Gerlachs’s famous experiment was the first evidence for spin), particle
with j = % are represented by a state vector of the form:

(2)

Similarly for a particle with j = 1:

Forjzgz
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When these spin states are present, Ly, Ly, L, L? are also represented by matrices and these
matrices act on the spin state vectors to re-shuffle’ their component. In fact, this intrinsic property
of spin means if one would like to make further progress in QM, then the Heisenberg formulation of
matrix mechanics has to be used. This means the manipulations are simply done via algebra com-
putation, which is more general and abstract than the wave mechanics formulation of Schrodinger.

It is useful to make a distinction between the matrix/operator method and the differential equation
method here, since the both gave different results for the angular momentum. The solution to the
differential equations are called the orbital part of the angular momentum. The orbital angular
momentum has the quantum number [ and it can only take on integer values. The wavefunctions
for this are the usual spherical harmonics, Y;,,, that carry a ¢ and € dependence. The eigenvalue
equations are:

LY (0,0) = R+ 1)Yim(0,0)
were:
I = 0,1,2,3...
mo= L —l41,.0—1,1 (6.66)

The spin angular momentum will have quantum number s and s,. The wavefunctions are
column vectors of dimension depending on the spin itself. If the wavefunctions are labeled |s, s.),
then the eigenvalue equations are:

52\5,sz> = h23(s +1)|s,s.)
S.ls,8.) = hs.ls,s.) (6.67)
where:
1 3
= 0,=-,1,-...
S b 27 ) 2
s, = —s,—s+1,.s—1,s (6.68)

Since the spin follows the same commutation relations as the orbital part:

[Sz, Sy = ihS, (6.69)
We define the total angular momentum as:

Ji=Li+5, (6.70)
where ¢ = z,y, z and J; carries the quantum number that was found in solving for the angular
momentum in the operator framework:

1.3
7=0,51,5.. (6.71)

The similarity between the commutation relations of the spin angular momentum and the
orbital angular momentum, means the linear combination of the two, which is the total angular
momentum, also carry the same commutation relations and the total angular momentum quantum
number is just the sum of the individual angular momenta:
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j.=1,+s, (6.72)
we also define:
l,=my S, = My (6.73)
4. Spin

To understand the formulation of the spin property, lets look at a spin % example (that has
0 orbital angular momentum). If a general state is labeled as |4, j.), for spin % particles it will
become \%, j:%) The action of the J? and .J, is already known from the previous section:

1 1
B2+ 1)|=, +=
J+ )|27 2>
31 1
_ 2~ -
= h 1 2,12> (6.74)

J?|5,52)

. 1 1
Jz‘j7]2> = JZ|§ai§>

h1 1

= :|:§|§7:|:§> (6.75)

The spin % case is particularly important as electrons, protons, neutrons, quarks... all have

spin % Since j = % in this case, it is not possible to represent angular momentum operators as

differential operators. So what are the operators corresponding to angular momentum for j = %?

Once again the fundamental reason for them being what they are, is experimental observation,
however one can put some constraints on it before ’guessing’ at their form.

Firstly, we know that the wavefunctions for spin % particles is a 2 dimensional state, column

vector, therefore the operator must be a 2 x 2 matrix. In addition it must have the usual prop-
erties of other properties in quantum mechanics, i.e they must be Hermitian. So consider the

matrices:
0 1
(1 O) (6.76)

<? _OZ) (6.77)

s=5 (s ) (6.78)

Check the condition for them being Hermitian, i.e S, = SI. It is obvious for S, as the matrix
elements are all real. For S,:

. h 0 —2 Complex conjugate h 0 ) Transpose h 0 —2 .
Sy2(i o> - oleio) 7 3l o) (6.79)

and S, is also real therefore S, = S’i. Therefore the matrices are indeed Hermitian, and could
be operators for spin % particles. The next thing to check is weather they follow the commutation
relation that is already known:
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[SI?Sy] =

h2
4
h2
4
h2
4
h2
2

= hS, (6.80)
as expected and the commutation relation follows:

[Si, S;] = ihe;ji Sk (6.81)

Using these matrices, one can also calculate S?:
S? = S2+8;+52

/0 1\ (0 1 0 —i\ (0 —i 1 0\/1 O

S0 (o) 0 D66 56 5]
(1 0 10 10

o n) 66

_ w0

4 \0 1

3h?
= —I .82

Which is exactly what is expected for S2, this means any two dimensional state vectors will
2
have eigenvalue %, when acted upon by this operator. It is also useful to check the eigenvalue
for S,:

S.—AI = 0

Ao 0 ‘
2 =0

0 -2-2A

h h

(5 — )\)(5 +)) =0 (6.83)

Therefore:

h 9 h
Z N2 = =4+ .84
5 A 0— A 5 (6.84)

So the eigenvectors are:

b %) 6)=+C) 639

Therefore a = +a, —b = +b, this means for eigenvalue +1 the relation of a and b are a = a
and —b = b, therefore the eigenvectors must be:

(é) (6.86)

for eigenvalue —1, the relations between a and b are @ = —a and —b = —b, therefore the
eigenvectors must be:
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(g) (6.87)

Hence the conclusion is that <0> is the state of spin % with S, = % and <O> is the state with

1
S, = —%. Similarly eigenvalues and eigenvectors for S, can be found:
_)\ b
21=0 (6.88)
B
5 —A

Similarly the eigenvalues and eigenvectors can be calculated for S, the results are shown in
the table below:

Operator | Eigenvalues | Eigenvectors

1 0
S0

g A _h a (Y (1
v 2072 vil1) v
g ho_h () o (1
z 277 2 V2 \i) Ve \ =

5. Addition of angular momentum

So far only isolated single particle systems have been considered in analysing their angular
momentum. In most situations of physical interest, one has to deal with systems of more than
one particle.

In this case, one needs to know how to deal with these composite systems in terms of their sub-
systems (i.e individual particles). To begin with, lets look at the simplest case of two commuting
angular momenta:

J.=J1+J (6.89)

The fact that they are commuting is crucial here as it means that the two subsystems are
independent of each other. Thus J; and J; are any two angular momenta corresponding to
independent sub-systems (i.e two particle) 1 and 2. Similarly:

Jz = J1z + Jaz (6.90)

Define the eigenvectors for each subsystem as:

|71, m1) = for sub-system 1
|j2,me) = for sub-system 2 (6.91)
It is possible to construct a normalised simultaneous eigenvector of JZ, JZ, Ji,, J2, operators,

that carry the eigenvalues h2j(j + 1), h2ja(jo + 1), hmy, hms respectively. The eigenvector is given
by the direct product:

71, J2, ma, ma) = [j1, ma)|j2, ma) (6.92)

For a fixed value of j;,m; can take on any of 2j; + 1 values, similarly for a fixed value of

j2,m2 can take on one of 255+ 1 values. Hence for given values of j1, jo there are (251 +1)(2j2+1)
direct products which form a complete set of ortho-normal states.

Apply J, to the overall solution:

J2|g1, g2, mi, me) = (Jiz + J22)[1, ma) g2, ma) (6.93)
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The operators act separately on each state, as the states are independent of each other:

Jizljrsma) + Jazlja,ma) = (ma + ma)h|ji, ma)|ja, ma)
= (ml +m2)h‘j17j27m17m2> (694)
This means |j1, j2,m1,ms) is an eigenstate of the operator corresponding to the total angular
momentum J,, with eigenvalues (mj +ms)h. Compare this to single particle eigenvalues, mh, it is
obvious that when a large system of many particles is considered as a whole and the particles are

independent of each other, the z components of the angular momentum is the sum of the individ-
ual z components. This happens because of the assumption that JZ, J2, j1., j2. commutes with .J,.

Now lets consider the total angular momentum, J?2, of the whole system. J is defined as:

=N+ R)?=J+J2+2NJs (6.95)

Because all components of Ji(J14, Jiy, J1.) commute with all of these of J,(Jaz, Joy, J2-) and
since:

[JF, 1] = 0 = [J3, J2] (6.96)
it follows that:
[J2,J3] =0 =[J?, J3] (6.97)
However as:
Ji - Jo = JigJog + JiyJoy + J12J22 (6.98)

and Ji, does not commute with Jy;, Jiy, this implies:

[J2,J1:] =0 (6.99)

similarly:

[J?, Jp.] = 0 (6.100)

This leads to a bizarre consequence, that simultaneous eigenfunctions of J2 and J, are eigen-

functions of J? and JZ but not in general of J;, and J,,. This means that the system can be in a

state of fixed total angular momentum and the z component of the whole system is also fixed. At

the same time one can know the total angular momentum of the individual sub-systems (particles)

and yet the individual z components of the sub-systems cannot be known simultaneously (so in a
way, you know the whole system but not the things its made from!).

This is typical of emergent phenomena, when the information regarding individual constituents of
a system are unknown, however the 'bulk’ behavior of a system can still be modeled. Anyway for
this system, the bottom line is that the system can be formed in terms of distinct descriptions:

(1) In terms of eigenfunctions of JZ, J3, Ji,, J2,

or

(2) In terms of eigenfunctions of JZ, J3, J?, J,
Note here that in each description there are four operators with the same eigenfunction. Of course,
operators in QM correspond to physical observables, therefore each eigenstates carries four bits of
information. It is interesting that the bits of information in either description is conserved.

Description 1) has already been labeled with eigenkets:

|71, 2. M1, m2) (6.101)

Similarly description two can be labeled by:
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|71, 52, 4, m) (6.102)

Both of these eigenkets form a complete orthonormal basis. Therefore these two sets can be
related via a unitary transformation by inserting the identity:

I= Z 715 J2, M1, ma)(ji, j2, m1, ma| (6.103)
mi,m2
Therefore:
‘jlanvjam> = H|j17j2aj?m>
= Z |j17j27m15m2><j17j25m17m2‘j1;j27jam> (6104)
mi,ma2

(J1, j2, m1,m2lj1, jo, j, m) are called the Clebsch-Gordon coefficients sometimes written as:

<m1,m2‘j7 m> (6105)
In order to find at what values of j are allowed for j; and jo, apply the J, operator to both
sides of Eq 6.104:

Toldrsgandom) = o Y |1, dasmayma)(ju, o, ma, malu, ja, 5, m)
mi1,mso
mhlji, j2,5,m) = (Jiz + J2z) Z |71, 2. ma, ma) (i1, J2, ma, malj, ja, 4, m)
mi,ma2

h(my+ma) Y |4, d2.ma,ma) (j1, ja, ma, mal i, ja, , m)

my,msa

(6.106)

Therefore m = mj + my for the Clebsch-Gordon(CG) coefficients to be non-zero. The maxi-
mum values for m;&mq are j; and jo respectively, so the maximum value for m is j; + jo. This
also means that the maximum value of j is j; + jo. Clearly if j is larger then this, then we must
have states with m; larger as well, and this is not possible. Therefore:

71, 72,0 = J1 + j2,m = j1 + j2) = |j1, J2, m1 = j1,m2 = j2) (6.107)
In this case the CG coefficient is:

(J1, o, m1 = j1,ma = jJolj1, 2,5 = j1 + j2,m = j1 4+ jo) = 1 (6.108)

Consider next the states with m = j; +jo—1. There are two such states; m1 = j1,mo = jo—1)

and |my = j1 — 1, mg = j2). Either of them must give j = ji + ja,m = j1 + j2 — 1), which can be
obtained by applying to j = ji + j2,m = j1 + Jjo):

J_13,72) =~ |jr+je.di+ie—1

)
J2 .. [ g . )
= - - yJe— 1) + - - -1, 6.109
J1+ 72 1,2 ) J1+ 92 Z J2) ( )

From these, we have the following CG coefficients:

) o ) o Jo

J1+J2, 01 +j2 = Lj,je—1) = ——

<1 2,J1 2 |1 2 > T

(1 + josji +jo — 11 — L,ja) = /1 (6.110)

J1+7J2



74 6. ANGULAR MOMENTUM

There is another orthogonal combination of the two:
J1 J2

J1+ 72 J1+ g2

these states must have j = j; + jo — 1. Therefore another set of CG is obtained:

1,02 — 1) — lj1 — 1, ja) (6.111)

) ) ) . o J1
+i2—La+ie—1jnj2-1) = —
<Jl J2 J1 T J2 |J1 J2 > J1 + jo
) ) ) ) ) . J2
+do—1,j1+72—1 -1, = — - - 6.112
(J1+j2 — 1,41+ ja — 1j1 — 1, j2) it ( )

This can be generalised even more for states where m = j; + jo — 2 which will have three
linearly independent states: j = j1 +j2,j = j1+7J2 — 1,7 = j1 +j2 — 2. If one keeps repeating this,
a minimum value of j will be found for |j; — j2/, as all combinations will have been extracted.

For each value of j there are 25 + 1 values of m so that the total number of eigenfunctions
J1,72,J,m) is given by:
Jiti2
> @i+ =2+ 1D(2+1) (6.113)
J=lj1—jz2|
In general, for given values of j; and js, the allowed values of j are:

lj1 = J2l <7 <j1+ 2 (6.114)



CHAPTER 7

Hydrogen Atom

1. Hydrogen-like atoms

Consider a single electron in a central Coulomb potential of a charge, Ze, nucleus. A central
potential is a potential that only depends on radial distance r between the electron and nucleus.
Coulomb means the potential has % dependence:

Ze?
Vir)=— 7.1
(r) dmeg)r (7.1)
the Hamiltonian is:
K2 72
H=-—V?- 7.2
2mv 4megr (7.2)
The Hamiltonian is:
K2 Ze?
—__ vZ_ 7.3
2m dmer (7.3)
The Hamiltonian is used in the TISE:
Hy(r) = E(r) (7.4)

It is natural to work in spherical polar coordinates for this system as it has spherical symmetry.
The solution to the TISE is obtained using separation of variables:

Q;Z)(F) — w(F)nlm = Rnl(r) }/lm(o, ¢) (75)
Radial part Angular part

In spherical polar coordinates, the transformations to Cartesian coordinates are:

x = rcosfcos¢
= rsinfsing¢
z = rcosf (7.6)
The Laplace operator is:
19,0 L?
2_ + 9 (200
V= r2 Or <r 87") h2r2 (7.7)
where L2 is the angular momentum operator:
1 0 0 1 02
L? = —p? — [ sinf—- —— 7.8
(smo 26 (Sm 89) T sinZd a¢2) (78)

Hence the product solution separates the TISE into a radial and angular part.

75
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2. Angular (0, ¢) equation

Since the potential has no angular dependence:

[L2,V(r)] =0 (7.9)
[L? —%VQ] =0 (7.10)
[L?, H] =0 =L, H] (7.11)

This implies that the wavefunction of H is also the eigenfunction of L, in fact the wavefunctions
are the spherical harmonics that satisfy the following equations:

L*Yim (0, ¢) = 11 + DAY (6, ¢) (7.12)

where:

Yim (0, ¢) = Ay P™[cos 0]e"™? (7.13)
where the orbital angular momentum quantum number, [ and the azimuthal quantum number
satisfies:

I = integer (>0)
—1< m <l (7.14)

and P/"[cos 0] are the associated Laguerre polynomials. Aj,, is just a normalisation factor.
The spherical harmonics satisfy the following orthogonality:

2m T
/ do / d0sin 0V, (0, 6)Yim (0, ®) = S Grmm (7.15)
0 0

this orthogonality condition is only satisfied when the normalisation factor is:

1
U+ —m)]>2
App = (1) | —F——— 7.16
m = (=1) { (I +m))| (7.16)
In bra-ket notation the ortho-normality is written as:
<l’,m'|l,m> = 5ll’5mm/ (717)
3. Radial equation
The radial equation takes the form:
(10 (5,0 L? I(1+1)R? Ze?
—— | 5= — | - — R, =E.R, 7.18
( 2m (7’2 or (r 87") h2r2> * 2mr2 47reor) () () (7.18)

Of course the radius can never negative here. The energies only depend on the principle
quantum number here. This means that there is a 2] + 1 fold degeneracy for each (-] < m <
[). This comes from the central potential which is spherically symmetric (recall that [L?, H] =
[L, H] = 0, showing rotational invariance w.r.t H and therefore no dependence of I and m on

energy).
Define a new variable:

Un (1) = rRpi(r) (7.19)
This makes the radial equation:

h? d?un(r)

- % dr2 + ‘/eff(r)unl(’l") = Enunl(r) (720)
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where V,¢5(r) is called the effective potential defined as:

2 2
Vips(r) = _4Ze l(l—|—1)2h
TEQT 2mr

the first term in the effective potential is just the Coulombic potential acting between the

electron and the nucleus. The second term comes from the angular momentum term in the

Hamiltonian and represents the centrifugal potential. The full general solution of this equation

involves the Laguerre polynomials with a new quantum number, n, in addition to the angular
momentum quantum number [. These follows the conditions:

(7.21)

n=1,23 1=0,1,2,3.n—1 (7.22)

The energies are of the form:

m [ Ze? 2 1
B (=) (7:23)

Note that these are bound state energies, i.e it takes energy to take an electron away from the
nucleus. There is an exponential in the solution of the radial equation of the form 6_%, which
ensures the electron remains close to the nucleus (the higher the nucleus charge, the closer the
electron is).

Infact, these are not the only solutions, the radial TISE also has energies that are positive. These
correspond to scattering states where a far away energetic electron can just ’bounce off” the nu-
cleus and go back. A note on spectroscopic notation. In atomic physics different [ wavefunctions
(orbitals) are given in the following notation:

1 0(1(2|3
label | s [ p|d|f

4. Dipole - matrix elements

Often one has to calculate dipole matrix elements of the form:

(n',1',m'|z|n,1,m) (7.24)
in spherical polar coordinates z = rcosf; so the matrix element corresponds to a triple
integral:
oo
(n'JU',m'|zln,l,m) = Algm/Alm/ drr? Ry (1) Ry (1)
0
X / df sin O P} [cos 6] cos 0P [cos 0]
0
27 ) ,
X dgelm=—m")¢ (7.25)
0

First lets deal with the azimuthal quantum number. The only dependence of m, is in the
third integral:

2m

2 , ) 1 , )
/ W0d¢ez(m—m )b — [ez(m—m )¢j|
0

= ——¢immmHem — (7.26)

Except if m = m’ the integral becomes:

27
/ dp = 2 (7.27)
0
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therefore the selection rule for m is:

(n' U, m'|zIn, 1, m) = Spmm: (7.28)
Now consider the orbital angular momentum quantum number. For this the df integral has
to be considered:

/ df sin 0 P™}'[cos 0] cos O P™ [cos 0] (7.29)
0

Instead of evaluating an integral like this, which can get messy, one can obtain useful results
by considering parity transformations. Let’s use the Parity operator P to determine the symmetry
of the integrand. The parity operator is defined as:

Pi=—7, r 5 —r (7.30)
in polar coordinates, this will be:

rSr 050,056+ (7.31)
Therefore under P, the spherical harmonics transform as:

Yim(6:6) = Yim(w = 0,6 +7) = (=1)Yim(6, 6) (7.32)
After this transformation, lets look at the 6 integral again. First do a change of variables:

f=7r—0 (7.33)
and then put back the Y}, instead of P/™:

g = —db
sinf = sin(r—60) = —sinf
cos = cosm—0=cos (7.34)

Therefore:

™ ™
/ dOsin OV, , (0, ¢) cos 0Yim (0, ¢) —> (— 1)1+ / dOsin Y, (0, ) cos 0, (0, ¢)  (7.35)
0 0
The physics should remain the same under a parity transformation, therefore both sides of
the equation must be equivalent, the only way this can be true is; either the integrals are both
zero (in which case the entire wavefunction will become zero, this is just a trivial solution) or the
power [ + 1’ + 1 must be an even number, which is equivalent to saying that [ 4+ !’ must be an off
number, or put another way:

I'=1+1 (7.36)
To summarise, the selection rule obtained is:

' JU,m!|zIn, I,m) = 6y 141 (7.37)
Similar reasoning can be used to work out the selection rules for z:

x = rsinfcos ¢ (7.38)
or y which has the same dipole properties. The selection rules are:

' U,m/ |z|n,l,m) = 0pmmrar = m=m' £1 (7.39)

' U,m |lyln, l,m) = 6 e = 1=1+1 (7.40)
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Approximate methods






CHAPTER 8

Time independent perturbation theory

It is very rare in physics or any other real world problems that exact solutions can be found
or are even available. Time independent perturbation theory (TIPT) is an approximation scheme
that applies to problems in which a solutions needs to be found which is close to a known exact
solution.

For instance, H° can be the Coulomb Hamiltonian for an electron bound to a proton, and H' is
an addition due to the Hamiltonian, H° through an external weak E — M field.
1. Formalism

Often the Hamiltonian system that one is interested in, is close to one that is already known
and has exact solutions. Lets call this new Hamiltonian, H), the known Hamiltonian, Hy and the
perturbation term is given by AV:

Hy=Hy+ \V (8.1)

the new Hamiltonian is given a label A, since it only depends on this parameter. Once can

imagine A to be a dial that can continuously turn up or down the perturbation. In the case where
A = 0, the system is in an exact eigenstate of Hyo(Hy = Hy):

Hyl¢y") = E7|6L") (8.2)

the notation used for the kets is that the ‘0’ in the superscript represents the order of pertur-

bation, i.e in this case it is 0 as there is no perturbation, for the next order the superscript will

be ’1’ and the perturbation to the Hamiltonian will be AV, for the next order the superscript will

be ’2" and the perturbation will be A2V and so on. The eigenstates |¢§€0)> form a complete basis
set for the unperturbed problem:

0 0)( (0
Hole”) = B, |6, (8:3)
The state \¢,§0)> belongs to this set. The set follows the ortho-normality condition as:
0) (0
(@\V1o) = i (8.4)

The fact that this state is a complete set of basis vectors is crucial here, as this means any
wavefunctions [1)) can be expressed in terms of these states with some coefficients a;:

0
) =" a;lef”) (8.5)
J
The idea is that we want to find foe the perturbed system, Hy, the eigenstate |1, ):

Hyltha) = (Ho + AV)[tha) = E¥tba) (8.6)
The way this problem is constructed, the perturbed eigenstate |¢) must look a lot like the

unperturbed one |¢g°)>, when X is ’small’ (the exact scale of ’small’ will depend on a given problem).
Therefore the natural thing to do, is to try a power series in A:

EY =EO £ \EM + N2E? 1 (8.7)

81
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[Va) = [67) + Mol) + A%|p?) (8.8)
It is important to remember which things are already known and which things need to be

worked out (in terms of the things that are known). In this case |¢a ) and EY) are the known

eigenstates and energy, respectively, of the unperturbed system. |¢((11)) |¢(2 ), E EWY E(2) are the
eigenstates and energies of the first and second order perturbations respectively, these are all un-
known and need to be worked out in terms of |¢>((10)> and E,(IO).

Only the terms upto A2 are considered here. Now lets substitute Eq 8.8 into Eq 8.6:

(Ho+AV) (16) + M) + 02162 = (BQ +ABD + NED) (16) + Aoy + 22|62) )
Hol¢'") + XHo|¢(") + \? Ho|¢(?)

AVI6D) + A2V o) + X3V |2

EQ|¢{) + EDNoD) + EQ N |6(Y)

+ AED[0L) + NED o) + N ED[0P))

+ NEP[oQ) + NEP|9P)) + X EP |¢P) (8.9)

Equate the coefficients of A on both sides and ignore terms with coefficients of \® or greater
powers:

_l_

A = Holol) = EP[o(") (8.10)

This is just the unperturbed system as expected.

A = Hylo®M) + Vo) = EQ oMy + EXM o) (8.11)
A2 = HololP) + VIgl) = ED|¢P) + EV[gM) + B o) (8.12)

To begin with, lets find the change in energy due to a first order perturbation; multiply both
sides of Eq 8.11 by ( (0)|.

(00| HoloM) + (0 DV]oD) = (¢V|ED |65 + (62| B |¢0) (8.13)

In the first term, we can act with Hy on the bra <¢a0)|:

B GP160) + (00 IV19() = EDGO160) + B(g 14

Using the ortho-normality of the bra-kets:

E(M = (¢0V o) (8.15)

This is the first order change in energy due to the perturbation. It is the expectation value
of the perturbation potential, which is intuitively pleasing. Now lets compute the second order
change in energy by multiplying Eq 8.12 by ((;5510) |:

(@0 Holo(P) + (60 V[6() = (6 ED62)) + (80 [EN [61) + (6 Q| EP[6(P)  (8.16)

ED (30162 + (o 0|V|¢1) = B (60 |¢P) + ED (609 V) + EP (8.17)

Once again using the ortho-normality properties:

ER = (6OVIsL) - EM(0]ol)) (8.18)
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This is the second order change in energy, however it is in terms of |¢,(10)> and |¢£})> and \qzbgl)
is unknown. Now we use the fact that the eigenkets |¢,(€0)> form a complete basis set, therefore it

is possible to expand \qﬁgl)) in terms of |¢§€O)>;

() Z arlo) (8.19)

Substitute this into Eq 8.11:
Hy Zakw V) + V]g®) = EO Z arlof”) + EM o) (8.20)

Now multiply both sides by (¢; )| as we have already multiplied by <¢,§°)|, hence <¢;0)| + <¢,(10)|:

(0)|H |Z |¢,(0) (0)|V|¢£10)> (0)|E 0)| Za \¢(0) + (¢ ;O)‘Ez(zl)|¢((10)> (8.21)
S B a6 + (67 VI6) =2 B (07160 + ED(@1el)  (8.22)
k
B[ + (6" |VI?) = a; B (8.23)
Therefore:

(@ v]ed)

Aj(#a) = 7E( O (8.24)
Substitute this back into the expansion of |¢a ):
(@ IV16t") o)
o)) = — 5 195 (8.25)
2 EO _ g0

J(F#a)
This is the first order perturbation in state. In the derivation above we have found a;4,),
but what about a,?. Well if the expansion term for a, is written out:

[67) = aal6l) (8:26)

However the way |¢§0)> has been defined in the unperturbed system means for the overall

wavefunction [¢) to be normalised a, must be zero. Now the first order perturbation in state can
be substituted into Eq 8.18:

@ VIe) @116 o
B = oy G 0) gy L o,
a EO (0) (0) (0)
i#a Ea E i#a Ea E
@V (617 [V [687)

E(O) _ E(O)
a J

(V16|

- >

Jj#a

_ Z 8.27)
© _ 50 (
j#a Ea@ — Ej
This is the second order change in energy. Lets summarise the results so far:
EY = EO 4 AEWD £ X2E® 4
2
0 0
o oo (RN
= EQ + 0PMWVI) + (8.28)

(0) (0)
iza  Fa’ —Ej
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657) + A6l +

(9 (O)MVI¢(O)> (0)
0y + § :7 ¢, 8.29
‘ > = (0 0 (0) | > ( )

[tha)

2. Particle in a box

Consider a particle trapped in a one dimensional box of length d, that is perturbed by a small
potential of the form:

Vhox() = 0: 0<z<d
= 00 : Otherwise
AW(zx) = e: 0<ax<b<d
= 0: Otherwise (8.30)

The Hamiltonian for this system is:

H = Hy+ \V(x) (8.31)
where:
2
Hy = 23” + Vbox( x) (8.32)

For the unperturbed Hamiltonian the solutions are:

o (x) = (alof)) = \/3 sin - (8.33)
" 2m \ d :

¢5?>(x) are the complete set of energy eigenstates. The first order change in energy is given
by:

EN = (oPV]el)
b T
= /dw \/isi nrr \/Esinm
d s d d
_ 7/ 2n7r

b <in 2nmb
= ¢ (d— Qnﬁ ) (8.35)

Now lets calculate the first order change in the state. Using the equation calculated previously
for the coeflicients:

O

(8.36)
E((ZO) . E](O)>

@j(#a) =

First lets calculate the matrix element:
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2 b
((i);()) AV ] Ue ; sin m;rx sin ?dm
2 (U1
= 76 ; i(cosg(m—n)—cos%n(m—i—n)) dx
b
= 2/0 cos %ﬂc(m —n) — cos %(m + n)dx
€ [ 1 sin 7% (m —n) 1 sin 7% (m + n)] b
= —|=—sin—(m—-n) — ———sin —
d [ %(m—n) d Z(m+n) d 0
= £ ésinlb(m—n)—ésinlb(m—i—n)
 d\Z(m—n) d Z(m+n) d
(8.37)
Now all that needs to be done is substituting in for E(go)’ E](O):
1 /[har\? 1 [(hir\2
g — ~ (T g0 - — (22 8.38
“ 2m \ d J 2m \ d (8.38)
Substitute these ingredients into Eq 8.36:
s (7%(771_”) sin Z2 (m —n) — TmFn) ("Lr”) sin Z2 (m + n))
j(ta) = 5 —— (8.39)
L (Rem)®_ L (m)
2m d 2m d
So the first order change in state is:
€ 1 4] 1 I 4)
S (l(m_n) sin 7 (m — n) — =q, 7y sin %7 (m + n))
o) = — : [687) (8.40)

; 1 (har\2 L (hjn)?
i 2 (em)® - oL (27)
3. Quadratic Stark effect

Lets apply the framework of time independent perturbation theory for a hydrogen atom that
has been placed in a weak electric field:

E=-V¢ (8.41)

Electric fields can be considered weak inside an atom for strengths up to 5.11 x 101Vm =1

It is very rare that one comes across fields with such high values in everyday life, therefore per-
turbation theory should give a good estimate of the shifts in energy levels that ordinary fields effect.

By definition of the electrostatic potential ¢, the applied field changes the energy of the atom
by:

OB = e(¢(Ze) — o(Ze)) (8.42)
where &, and Z. are the position vectors of the proton and electron, respectively. We assume

that the field changes very little on the scale of the atom, and lets define:

e=Z.— T (8.43)

Then we may write:

0E ~ —ef-Vop=er- FE (8.44)
Note that this change in energy has the form of an electric dipole (e has units of the electric
dipole moment) and indeed this is what the electric field is inducing. Suppose the system is set
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up such that E is parallel to the z-axis and use notation € = |E |; the change in energy can now
be written as:

VE = ce. (8.45)

Suppose the atom is in its ground state |100), where the ket vector is using the notation |[nim)
(i.e the quantum numbers that the state is in). The 1st order change in energy to this ground
state is given by the matrix element:

E, = e€(100|z]100) (8.46)

As shown in the section of the dipole matrix elements in the hydrogen atom chapter, the

ground state is symmetric and therefore the matrix element integrates to zero (proved using

parity transformations). In general, if a perturbation takes state |a) into a state that is orthogonal

to |a), the first order correction to energy in this state |a) is zero. Therefore lets calculate the
second order change in energy:

= 1 1
E, = é*é Z Z < OO|z|ngzz>7<nEl‘m|z\ 00) (8.47)

n=21<n,||m|<l

Symmetry considerations make it possible to simplify this sum dramatically. Since [L,, L] = 0,
z|nlm) is an eigenfunction of L, with eigenvalue m, and therefore is orthogonal to the ground state
unless m = 0 (i.e the matrix element will be zero). Now we can delete all the even values of [ from
the sum over [ because the matrix elements of an odd-parity operator between states of the same
parity vanish (i.e under parity |100) — 4|100) which means |nlm) — —|nlm)). In fact doing the
integrals for the matrix elements shows that [ = 1 is the only allowed value. So the final answer
is:

9 [(n10]2|100)|?
Bify = (e Y —————"o (8.48)
n>2 E (0)100 - EnlO

4. Degenerate perturbation theory and linear stark affect

In second order perturbation theory, the denominator contains the energy terms E,(CO) =g,
If there are two states that carry k and a quantum numbers (or sets of quantum numbers), but
have the same energy, E,io) = EC(LO), then the denominator goes to zero and the equation becomes
singular. Of course in reality this does not happen, therefore one needs a different framework to
describe situations like this, and this is called Degenerate time independent perturbation theory.

In the previous section, the ground state of the hydrogen atom |100) was considered. Now consider
the shift in energy of the |200) state of hydrogen under the influence of a weak magnetic field. The
energies of the states in the hydrogen atom only depend on the n quantum number. This means
the state |200) has the unperturbed energy Eé% = Eégz). Furthermore the matrix element is:

A = (210]2]200) # 0 (8.49)

thus the perturbation mixes up states of the same energy. As stated before, this would lead

to a singularity in the non-degenerate framework. The error that has led to this singularity, is to

assume at the outset that a small disturbance produces a small response in the equations. The

singularities first arise in the equation for coefficients, a;. Recall that this was part of calculating

the change in the state due to the perturbation. The idea behind this assumption is that a small

perturbation in energy will induce a small change in the wavefunction of the state. This singularity

is showing that no change in energy is changing the state by an arbitrarily large magnitude. This

is understandable as the states are degenerate in this case, i.e they have the same energy. In other
words no change in energy is required to change the state.
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Since it takes no energy to connect between these states, simply by just keeping these states
in computing the perturbed energy. In matrix notation:

H, = Hy+eez
_ (200 H|200) (200|H|210) (200]e€z|200)  (200|e€ez|210)
o (210|Hy|200) (210|Hy|210) (210|e€z|200)  (210|eez|210)

_ (B 0 (0 &
= \o EB)T“l4a o
(0) .
E. ecA
— <662A 0 > (8.50)

Finding the perturbed energies means solving the TISE in matrix form:

Z Habl/b = )\l/b = EVb (851)
b

Note that the eigenvalues A\ are the energy values, . For a 2 component eigenvector v with
components 1. This involves solving:

Egg% -F ecA*

det(H — FI) =0 = 8.52
( ) ceA BN _FE (8:52)
So we get:
(EQ) — E)? — ¢?A*A =0 (8.53)
So the energy eigenvalues are:
Ey = EY) + VA" Ace (8.54)

the eigenfunctions are:

1 1 1
vy = — (|200) + |210)) = — 8.55
e = o (200) + 1210 = = () (3.55)
From electromagnetism it is known that the total dipole moment consists of a permanent
dipole + induced dipole:
7=po+ak (8.56)

« represents the polarizability of the atom in consideration. The energy change is the usual:

VE=—p-E (8.57)

In the quadratic Stark effect there is no linear part in E as the ground state is symmetric and
hence has no permanent dipole, pp. This explains why the change in energy only comes from the
quadratic term, E?:

6F = —a|E|? (8.58)

We have just seen that in the linear stark effect there is no linear E part which means the
eigenstates |v4) must have a permanent dipole moment such that:

6E =—py - E (8.59)
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5. Effects of magnetic filed on Hydrogen-like atoms

When the hydrogen like atom is placed in a magnetic field, there are three perturbations to
consider:
(1) Effect of B field on orbital angular momentum.
(2) Effect of B field on intrinsic spin angular momentum.
(3) Relativistic spin-orbit coupling.

5.1. Orbital angular momentum. For a particle of charge ), moving in external magnetic
field B, the momentum becomes:

P - QA (8.60)
where:

B=VxA51 (8.61)
Thus the kinetic energy of the atom takes the form:

1 N2
o (7 ¢4)
2m

1 _— .
= 3 (W +2eA-p+ e2|A|2> (8.62)

Hig

the first implication of this equation is that one can drop the A? term as its energy will be small
compared to the potential energy term, for experimentally relevant B strength. In experiment,
B(z) is essentially constant over the size of the atom. This reduces A to the form:

L1
A= §B X T (8.63)
To check this is true, it can be substituted back into Eq . The kinetic energy transforms under
the B as:

h? e 5o e2 A2
Hygp = —— w24 & (* A+ A *)
KE 2m 2m pratap 2m
n? _, e (L, = = 3
= -V +%( A+ A7) (8.64)
Substitute:
Lo1s
A= §B X 7 (8.65)
This gives:
h? e = =
Hxp =~ ——V2+—(ﬁ-BxF+BxF-ﬁ>
2m dm
R _, e (=
N —— — (B - (7 )
om | 2m ( (" p)
h? S o
~ _%VM%B.L (8.66)

Note that we can move the p as the operator around as p and 7 commute and we use the
vector triple product identity. Thus the addition to the Hamiltonian due to the orbital angular
momentum’s interaction with the B field is given by:

S

0H;, = —B

- BB L (8.67)
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where pp is the Bohr magneton:

eh
UB = 5— (8.68)

- 2m
Classically, the circulating electron has a magnetic momentum of %

5.2. Spin angular momentum. Electron also has an intrinsic angular momentum, S which
makes a separate contribution to the Hamiltonian (note there is no derivation for this, as spin is
just an intrinsic property of the electron):

— e - — /’LB — —
B)y=—B-S=—=B-S 8.69
J(B) == . (5.69)

5.3. Relativistic effects: spin-orbit coupling. The Schrodinger equation is a non-relativistic
equation of motion. The relativistic equation of motion is the Dirac equation, from which there is
an extra term that couples the orbital and spin angular momentum:

§Hps = &(r)L-S
1 Ze? -
= ————=L-S 8.70
2m2c? 4mer3 (8.70)
By combining all three effects and taking the magnetic field to be along the z direction, we
can obtain the final Hamiltonian:

15z - 1 Ze?1 - -
H=Hy+—(L,+25,)B4+ ————=L-5S 8.71
ot h (L: + ) B+ 2m2c? 4me 13 ( )
where Hy:
K2 Ze?
Ho = — 2 _ .72
0 QmV 4mer (8.72)

The idea now is to study the solutions of this Hamiltonian for different regimes (limiting cases)
as it is very difficult to find general solutions.

5.3.1. Strong field: Zeeman effect. When Bis very large, one can ignore the spin-orbit coupling
term, making the Hamiltonian:

H o~ Hy+ ’%B (L, +2S.) B (8.73)

the complete set of quantum numbers for this state of a single electron atom are n, [, mg:

Hy|n,l,m;) = Ep|n,l,my) (8.74)
Since the electron is a fermion it carries spin %, and therefore carries spin quantum numbers.
In general these spin quantum numbers will not play a part in the interaction, however in the
presence of a B field they become important. Thus the state can be labeled as |n,l,my, s, ms),

with the following relations:
H0|n,l,ml,s,ms E0|n7l,ml,s,ms>

11+ 1)h2|n,1,my, s,ms)

s(s + 1)A%|n, 1, my, 5, my)

= myhln,l,my, s,ms)

S%n, 1, my, s, m

)
L2|TL, la my, s7ms>
)
Lz|n7 l, my, S, ms>

Syn,lmy, s,ms) = mghin,l,my, s,ms) (8.75)

Now the perturbation 6H (B) = b <Lz + QSZE) commutes with Hy:

[Ho,6H(B)] =0 (8.76)
The change in energy due to the §H (B) perturbation:
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%<nvlvmlasams|Lz +2Sz|nal7mlvsvms>§ - E‘n,rn;,,m5
KB
h
= pp(mi+2my)B (8.77)

= (hmy + 2mgsh)

So we see that the B field splits the degeneracies of the spin eigenvalues and for different [
quantum numbers. Now we add back the spin orbit term using first order perturbation theory.
The change in the Hamiltonian due to the spin orbit coupling is:

6Hsp =€&(r)L- S (8.78)

the change in energy due to this perturbation is given by:

0Esyp = (n,l,my, s,ms|£(r)f . ,S_"|n7 l,my, s,ms) (8.79)

Recall that the eigenstates of Hy, |n,l,my, s, ms) factor out into a radial part, R, ;(r) and an
angular part Y},,, and spin parts. This means the matrix element can be separated and treated
individually; first the angular part:

<l,ml,5,ms‘[_j-§|l,ml,s,ms> = <l,ml,S,mS|Lz,SZ|l,ml,S,ms>
= mymgh? (8.80)

this is because:

<l7mla3ams|L$|laml757ms> = <laml757ms|Ly|l7mlaSams> =0 (881)

Now the radial part (for { > 0, otherwise, this term is zero):

~ e V(B
At = W2 (n, 1E(r)n, ) = b /0 drr® R ()& (r) Rui(r) = = (m) Z* <z<z+E><z+1>>

Collecting all the energy terms:

By sm. = E©) + B, (m + 2my) + Ay Ms (8.82)
~—~ —_——

Unperturbed  Spin and orbital angular momentum Paschen-Beck effect

5.4. Weak field Zeeman effect. In this case the angular and spin momentum parts are
treated as perturbations and group the spin-orbit term with the unperturbed Hy:

r 4 _ 1 r N2 12 Q2
L-§ = 2((L+S) L S)
= %(JKL’LS% (8.83)
where:
J=L+S (8.84)

With the total angular momentum being introduced, it is better to work in an alternate
description of states:

|naj7 mjal78> (885)

This works as the following operators commute:
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JLL-S = 0
{Jz,is”* -0
2,05 = o
2. L-3] = o (8.86)

Sp these are all ’good’ quantum numbers, (of course they all also commute with the Hamil-
tonian). These states satisfy:

1

J2|n,l,mg, sy = §(5 + V)R%|n, j,m;, 5,5 = 5) (8.87)
. 1 , 1

Jz|n,]7mj,l782§>:mjh|n,],mj,l7<9:§> (888)

Now lets compute the energy from the spin orbit term (of course we already know the unper-
turbed energies!):

<7’L,j, mja la S|E(T)E : §|7’L,j, mjv la S> = 5Enjl (889)

Once again separate out the angular and radial part. For the angular part it is useful to write:

= 1
L-§=5(]*=-1*-8) (8.90)
Substitute this into Eq 8.89:
hQ
2

with s = % The radial part is the same as the previous part:

(n,j,mj,l,s%(.ﬂ—LQ—SQ)) I domy ) = = GG +1) =1 +1) —s(s+1))  (3.91)

0Enjt = (nly,ml€(r)L - Sln,1,j,my)
1 3 1 Ze? Z3
= -“RjG+D)—-10+1)-= = 8.92
2 (](J -+ 4) 2m2c? 4me adndl(l + 3)(1+ 1) (8.92)

The perturbation due to a weak magnetic field is given by the matrix element:

OBm, = (n,l.j,m; |E2 (L. +25.) Bn,1j,m))
— gL‘uijB (893)
where:
144+ 1) +s(s+1) =114 1)
L= —
2j(7+1)
Collecting all the energies for the weak B field gives:

(8.94)

En,j,mj,l = Ey(LO) + 5Enjl —+ 5Emj

1 3 1 Ze? VA
= EO L -m(jG+1)—1(1+1)—= -
n g Ji+ 1) =+ 4) 2m2c2 dme adndl(l+ 5)(1+ 1)

U+ +s(s+1) - 10+1)
+ (1 + 25+ 1) ) upm;B (895)
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6. Variational method

This method does not require a small perturbation to a known problem, unlike the pertur-
bation theory. The ket ingredient for this method is a ’good’ guess for a trial wavefunction. The
problem that needs to be solved is:

Hli) = Eilt) (8.96)
This defines the energy eigenstates and eigenvalues for the Hamiltonian H. Since H is Her-
mitian the eigenvectors must for a complete ortho-normal basis:

(ily) = by (8.97)
These states or energies are unknown, Lets guess a state ¢,q, which can be expanded in the
basis of the eigenstates of H:

Yoar = Y Cilthi) (8.98)
The expectation value of the energy in state ¢q, is:
var H var i &1 2Ez'
By — (Ol Hlbuar) _ 5 e (5.99)

<¢1)ar ‘¢1}ar> Zz |Ci|2

Now subtract the ground state energy from both sides:

eil2E;
> leil 2@ —E,
> leil
> leil*Ei — |eil*Eo
> leil?
e 2(E; — E

E’uar - EO =

By definition E; > FEy (as Ey is the ground state), it is equal if E; = Ey, i.e the guess was
perfect. This means every term on the R.H.S is positive, and thus the L.H.S is positive. The
implication of this is that any approximate trial wavefunction gives an energy that is always above
(or at best equal to) the true ground state energy.

The strategy now is to consider the trial wavefunction being dependent on a parameter a. The
FEyqr can be minimised w.r.t a to get the best approximation to the ground state energy:

=0 (8.101)

As an example, consider the trial wavefunction is infact the ground state |ig) with energy Ey,
plus a little bit of some excited state |¢.) at energy E.(> Ep):

1

|¢1)ar> - m

The variational energy in this state is:

(1t0) + celte)) (8.102)

(Pvar |H|Pvar)
<¢’UCLT|¢UGT>
(ol + (Yelcg) H (|t0) + celvbe))
(<¢0| + <1/Je|0§) (|'l/)0> + Ce|we>)
FEo + Ee|ce|2
1+ cel?
Eo + |ce|X(E. — Eo)(> Ep) (8.103)

E, =

Q
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An important property is that the error in the wavefunction is = |c.| and the error in the
energy is ~ |c.|%.

6.1. Variational method for the simple harmonic oscillator. The Hamiltonian of the
usual Harmonic oscillator is:

1
=2 4 Smwa (8.104)

And the eigenvalue equation it obeys is:

H|n) = E,|n) (8.105)
Of course in this example, the exact eigenstates and energies are known:
E, = (n%)hw (8.106)
22
¢o(x) ~ e a2 (8.107)
Lets just check that this method works by pretending the eigenfunctions are not known.
Suppose that the only information one has is that the ground state is even in z, so lets try a
normalised wavefunction that is also even in a:

2¢3 1

var\<L; = GG 8.108
Guar(,0) = || (3.108)
The the variational energy is given by:
_ _ h? Lo 99
Evar(qbvar(a)) - <¢'L}ar‘H|¢var> - 2maZ + §mw a (8109)
By the variational principle, the best approximate energy is found by minimising F,, w.r.t
a:
dEyqr h
=0—ad’,, = (8.110)
da V2mw
Substitute this back into the expression of energy yields:
1
FEyar = —=hw (8.111)

V2

The true ground state energy is %hw, therefore it is seen that indeed FE, 4, > FEj.

6.2. Ground state of Helium. The Helium atom contains two protons (and 2 neutrons)

and two electrons (Z=2e). The total Hamiltonian of the Helium atom is of the form:
h? e? 1 1 e?
Hie = =5~ (V7, + V7,) - e (7"1 + g) + m(&lu)

the labels 1 and 2 correspond to the two electrons. The last term in the Hamiltonian described
the Coulomb interaction between the two electrons. The first two terms are just like two copies
of the Hydrogen atom, with the kinetic and Coulomb energies between the nucleus (charge +2¢)
and electrons 1 and 2:

Hye = Hy + Hy + Vig (8.113)

First consider the simplest case by ignoring the interaction between electrons; the two electron
wavefunction will depend on 77 and 75:

Y(71,72) = ¢a(71) P (72) (8.114)
a and b represent the complete set of quantum numbers in each state (n,],m). This can be
rewritten as:
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I . . 8  _20riti)
Puar (71, 72) = d100(71)P100(72) = —ze =0 (8.115)
0

Therefore the variational energy is:

Euar(d0) = 2By #=%) (8.116)

where Egl (Z=2) g just the ground state energy for one electron in a hydrogen-like atom of
nuclear charge Z = 2. Thus the variation energy is just twice the hydrogen-like atom energy.
Note that the electrons wavefunctions are products of individual electrons and the energies are
summed. This is because without interaction between the electrons and the Helium Hamiltonian
just factors out precisely into two copies of the Hamiltonian of the Hydrogen like atom.

However we can do better than this in determining the wavefunctions and energies of the He-
lium atom with explicitly solving the total Helium Hamiltonian with the Coulomb interaction
between the two electrons. The key idea is that each electron will 'see’ the total nuclear charge 2e
partially screened by the other electron. So we can try an effective nuclear charge Z < 2:

1/2Z\° _ramz
Pvar (F1,72, Z) = ~ <> e (8.117)
T \ Qo

0

in this case Z becomes the variational parameter and ¢, .. (71,72, Z) is the guess solution.

Therefore the variational energy is:

Evar = <¢var(z)|HHe|¢var(Z)> (8118)
where:
h? e2 1 1
Hye=—— (V2 2) - —+ = A1
He 5 (VZ +V3Z) o (rl + r2> (8.119)
1/ Z\° _citm
¢va7‘ = - () ei 1+002 : (8120)
™ \ Qo

First compute:

h e /1 1 1/ 2Z\* _hemz
Hieldvar(2)) = (—m(V% +VZ) < +4)> = <> S (8.121)

2me \ 71 To

2 Qo
Compute each of the components:
K2 5 1 A 3 _(M+7)Z B2 1 A 3 _ (M +7)Z
_7vﬂ — _ e ag — [ R e ag
2m  "tw \ ag 2m m \ ag
1 zZ\?( Z\? iz
= —— (= i S a0
2m T \ ag ag
K275 _(mtrz
= ———e ag (8.122)
2mmag
Similarly:
h? 1(2\° _citmz h2Z5 _(traz
VL (= (&) e | e e W (8.123)
2m "\ 7w \ag 2mmag
Combining these with the Coulomb terms, we get:
A e?z3 (1 1 _(ati)Z
H e|Pvar(2)) = | — - — — @ 8.124
el @uar(2)) ( mmay  2m€oad <r1 + r2>> ¢ ’ ( )

Now the matrix element becomes:
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nrz®  2e27% (1 1 _(Fitip)z
<¢UGT‘HH6|¢’UGT> = /drl/dTQ <_ 3 c 6 ( + )) € @0 (8125)

mm2ay  4mdead \r1 T2

The integral is very long and I will just quote the result now:

2
Epar = (_222 + 472) E, (8.126)
FE4 is the Rydberg energy:
meet
1 = ———
(4)3e2h?

To find the best approximation, the energy is minimised w.r.t Z:

(8.127)

27
min = — = 1.688 8.128

therefore Z,,;, < Z shows that indeed there exists some screening effect.






CHAPTER 9

Time dependent perturbation theory

All the approximate methods of finding wavefunctions and energies that have been used so
far, do not have any time dependence in them. This limits the number of solvable problems to a
considerable extent, as in real experiments one would generally consider a system in a known state
and then at some particular time, a perturbation is applied (like the application of an external E
field). In fact, perturbations themselves have inherent time-dependence in them, like a sinusoidally
varying electric field.

A description of obtaining solutions to time- dependent problems, i.e solutions to the TDSE
is now provided. Using these methods, phenomena like scattering, absorption and radiation of
photons by atoms and molecules can be explained.

1. Formalism

Start with the unperturbed Hamiltonian with its associated unperturbed energies and eigen-
states:

Holo(?) = E{”|6(7) (9-1)

At time ¢t = 0, a perturbation, AV (¢), is switches on:
H(t <0)=H, Hamiltonian before perturbation (9.2)
H(t>0)=Hy+ \V(t) Hamiltonian after perturbation (9.3)

After the perturbation has been applied the TDSE becomes:

. d
ih 10 (0) = [Ho + AV(§)] [$(2) (9-4)
which described the time evolution of the states |1)(t)). Lets assume that the system is
prepared initially at ¢ < 0 to be in the unperturbed eigenstate |¢§0)>:

Hol¢”) = E?|¢{”) (9.5)

_ 140
[o(t = 0)) = 161" (9.6)
This is an initial condition for the time evolution wavefunction, (). The objective is to find
the probability that due to the perturbation, there is a transition from the initial state |¢Z(-O)> to

some other final state \¢§»O)>. This new state must also be an unperturbed eigenstate of the system
with Hy:

Holo") = BV 61") (9.7)

The probability of this transition is written as:

0
Pri(t) = (61" [ () (9.8)
In other words, the expression (qﬁgo) |1(t)) is showing that the probability is for the time evolv-
ing state [¢(¢)) to be in state |¢§0)> (the projection of <¢E0)| on [(t))).

97
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Now we have to use the usual trick that is used wherever there is a complete basis set avail-
able. Expand the unknown state |¢(¢)) in this basis:

Z en(t)]0) (9.9)
Substitute this into the TDSE:
d
T (0)y (0)y
ih— zn: en()]00) = (Ho 4+ AV (1)) Z t)|p (9.10)

Since the |¢)£LO)>’S have no time dependence, they can be brought outside the derivative on the
R.H.S:

mZ ) —cn t) = e ED|0) + Z V(t)en()]6) (9-11)
Multiply both sides by <¢k |:
ONCREY ) Sealt = 2B @00) +3 eIV O (912
; a _ (0) (0) (0)
i B ggen 1) = T en DB 50+ 3 Aen )6l VO (913
d
ihen(t) = o ) EY + Zn: AVien (£) ¢ (£) (9.14)
where:
Vi (1) = (67 IV (0)]61”) (9.15)
Lets look at this equation closely, for no perturbation (A = 0), the equation becomes:
d (0)
zhack(t) cx(t)Ey, (9.16)
Which is trivially solved with a solution:
B0t
Ck(t) =bge "k (917)
by is a constant that can be determined from the initial condition that:
ot = 0)) = 16(”) (9.18)
thus the expansion:
= 2 enl®lol?) = L enl0l6l) = 6 = x0) =1 (9.19)
Therefore:
ck(0)=¢;(0)=bp =1 (9.20)
which gives the specific solution for this problem:
ih,El(CO)
ck(t)y =e % (9.21)

Returning to the perturbation part, lets guess that when A # 0 (but still small), ¢ (t) sill looks
quite like by, at least shortly after the perturbation is switched on. This means an appropriate
guess may be:
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50,
cr(t) = bg(t)e —n (9.22)
The idea used to guess this is that the exponential term carries the time evolution of the
unperturbed system (i.e Hp) and the new coefficient b (t) deals with any left over time dependence
coming from the perturbation. This coefficient does not restrict the possibilities for |¢(t)) as the

|¢510)>’s are a complete basis anyway and the functions a,(t) are completely arbitrary. Substitute
Eq 9.22 into Eq 9.16:

d 120, LE() B0,
Zh% (bk(t)e_ g ) = bk(t) E(O) + Z)\an n( )e_ En
dbi(t) = b (B e B4 i5(
(0),
(db(t) b)Y i
zh< St( ) k(;i E) = B Y AV (b ()
n e 172
- dbi (1) it (B _p©
L = S AWVen(ba(t)e F (B0 -E)
= A Vi (Db (1) (9.23)

where:

E](CO) . ET(LO)
_n_ 9.24
i (9:24)

So farm this is still an exact solution that is derived from the TDSE. To look for perturbation
solutions, the coefficients by (t) are expanded in a series for a small parameter A:

Wkn =

be(t) = b2 (&) + A () + A2 () + ... (9.25)

the notation used here is that the subscripts, k, represent the state of the system (i.e it stands

for the complete set of quantum numbers for a given system) and the superscript identify the
order of the coefficients. This will be useful to keep track as later on the parameters will not be

written out. Just as was done for the time-dependent perturbation theory, substitute Eq 10.25
into Eq 10.23:

d
ih 2 (00 + 20 (1) + X207 (1) +..) = A Z etV (1) (617 (0) + 26 (1) + X207 (1))
(9.26)
Once again, equate the coefficients of equal powers on both sides:
d,0) 0y _

N0 = zhdtb (t)=0 (9.27)

N = ihe b“ Z e“knt Ve ()b (1) (9.28)

XN = ihe b(2 Z RtV ()b (1) (9.29)

and so on... One can see that generally, the L.H.S is proportional to the b;qil)(t) term on the
R.H.S of the equation. The A" equation can be solved trivially; since the R.H.S is zero, b,(co) (t) has

to be constant and moreover using the initial condition that [(t = 0)) = [¢{”), tells us the b\")
must be 1, thus:
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b — 6y, (9.30)
The \! equation gives:
d
200 = — Z etV (06O (¢) (9.31)
- / S et (0B (1)t (9.32)
0 n

But we know that bSP)(t) = 0p;, therefore the sum in the integral goes and one is left with:

IR
b (1) = = / dte™*i Vi, () (9.33)
t Jo
This is the key result for calculating transition probabilities. The transition probability for
an initial state |¢§0)> to some other state |gz$5f0)> at time ¢ is:

Pty = [0 )]

_ an( (0)|¢ 0)>

= |by(®)|? assuming the state is normalised

2

2
b2(0) + Ab;”(t)‘ (9.34)

Q

If the final state |¢)§£0)> is not the same as the initial state |gz5l(.0)>, the coefficients b;0)> will be
zero (using again the initial condition), therefore:

W
Py =~ ’)\bf (t)‘ (9.35)
Which is just the integral calculated in Eq 9.33:

N

This is the probability of the transition being made from state |¢EO)> to |¢§co)>. Although one
can keep going to any desired order using this method, we will stop here though.

(9.36)

2. Sinusoidal or constant in potential in time perturbation

Lets define:

V(t) = Vo cos (9.37)
with Vj being some time independent perturbing operator, and {2 being the frequency of the
perturbation. Then the matrix element Vy;(t) becomes:

Vii(t) = Vi cos Qt = <¢§¢0) \VO|¢EO)> cos Ot (9.38)
Therefore the probability of transition is:

Pfi = (val )
_(AVal?
2h

2
/ dte™ it cos Ot

eit(wf1;+Q) -1 eit(wfi—Q) -1 2

(9.39)

_|_
Osz-f—Q Oin—Q
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A special case of this probability is when the frequency of a perturbation Q = 0, i.e the
perturbation is constant (except when it is switched on):

eitwfi -1 eitwfi 1 2

AVl \?
P i t,Q =0 =
f( ) ( 2h Wi Wei

AR et — 1)

o h Wi
AV 2 [ gip Wose 2

— ( hf’) — ] (9.40)

2

For either Q@ = 0 or Q # 0 cases, if the perturbation matrix element V;, = <¢§c0)|%|¢§0)> =0,

there can be no transition at all from |¢EO)> to this state |gz5§c0)) at anytime. This, in fact, forms
the foundation of selection rules in atomic and nuclear physics.

From Eq 9.39, if Q ~ wy;, (i.e the input frequency of the perturbation, matches the frequency
corresponding to the change in energy of the initial and final states), the probability very quickly
grows to one and perturbation theory breaks down. This means the system very quickly makes the
transition into the final state from its initial state, when Q = £wyg;. If > 0 then if E](CO) > Ei(o),

the system absorbs a quanta of energy fwwy;(= h2) from the perturbation source to go from |¢§O)>

to state |¢>§co)>. Conversely, if EJ(CO) < Ei(o), the system has an induced emission, caused by the
perturbation, emitting a quanta of fiwy; 4 €2 in the denominator can be ignored as the other term
will become very large:

4 2
AVl )2 [t — 1
Pfi(t,—Q>O) ] (
o (twr—)\ 72
(VALY Sm( E ) 9.41
o 2k wpi—§ (941)
2
2
This is a sinc? function with a maximum at wy; = Q and height (%) t2, there it grows

quickly with time. The peak at the position has width 47” which gets sharper in time.

3. Fermi’s Golden Rule

Take Q = 0 case, but now consider that instead of just a single discrete energy level at E(o),

we allow the initial state |¢§O)> to go to a continuum of energy around EJ(CO). Thus we have:

2 0) _ 72(0)
Py(t) ~ <A|Zfz|) F (t(thEZ)> (9.42)

F (t, g) _ (m(?%g)y (9.43)

Now, the function F (t, %) is very rapidly oscillating when Et >> 2k and in fact:

E in (£t
lim F (t, > — lim w — 2hd(E)t (9.44)
Et>>2h h Et>>2h (ﬁ)

Since the final state belongs to a continuum of energies, we can only measure the probability
of transition to the final state within a resolution of energy width A. Thus we need to sum up all
the probabilities for energies E such that:
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A A
0 0
E}>—5<E<E})+5 (9.45)
So the integral becomes:
P B+ Pegte
Pi(t, E; )= / dEp(E)Pg;(t) (9.46)
B -4

where p(E) is the density of states at energy F, or in other words, p(E)dFE gives the number
of states within the energy window, F to E+dFE. Note that the final state index has been changed
from f to E as now the final state is just a state within the energy range F.

Substitute Eq 9.43 and Eq 9.44 into Eq 9.46:

EO a2 2
_ f AMVE,
Pt EY) = / " dEp(E) <| Ez') 2rhs(E — Bt
BO_a h
P 2
2mt |, (0) 8|0 O
) <¢E;0):E/(O)|/\V|¢i ) P(Ef =E;") (9.47)

Therefore the differential transition transition rate is written as:

Pt BY)  ox
dt ok

This is the celebrated Fermi’s Golden Rule which is used in every corner of quantum physics.
If we allow for a perturbation of frequency ) # 0, this generalised to:

2
(6% o 7167 o = E) (9.45)

dpi(tE;O),Q) 27 | (0) o1 £(0) ’ (0) (0)
ST =5 600 W16 B B0 0 (0a0)




CHAPTER 10

Identical Particles

1. Formalism

For a system of two particles of mass m in a potential V (7), the Hamiltonian in co-ordinate,
7, representation is written as:

H=H,+ H;+ Hys (101)

where 7 is the coordinate of particle are, 75, is the coordinate of particle 2, so the Hamiltonian
components become:

h? .
m=- e v (102)

h? _
H, = —%VEQ + V(%) (10.3)

Therefore H; only acts on particle 1 and Hs only acts on particle 2. Hjs is part of the
Hamiltonian that involves both particle 1 and 2 coordinates, for example it could be a Coulombic
potential between the two electrons:

e2

His (10.4)

- 4W6|F1 — 7?2|

Since H; is the Hamiltonian for particle 1, we have the energies and eigenfunctions for particle
1 and 2:

Hin(71) = B39 6 (71) (10.5)

Hypn(Fa) = E5™9' ¢y, () (10.6)

The objective now is to solve for the two-particle Schrodinger equation:

Hy (71, 72) = By (7, ) (10.7)

The two particle wavefunction (7, 7%) is the amplitude (not probability) for finding particle
1 at 7, and particle 2 at 5. The convention used here is that the left slot inside the bracket
carrying the argument of the wavefunction is used for particle 1 and the right side is for particle
2.

Consider the simplest case when there is no interaction between the two particles, i.e Hio = 0.
The solution to Eq 10.7 is:

V(71,72) = On (1) Pm(72) (10.8)
Check this by substituting this into Eq 10.7:
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Lo n? . n? . Lo
Hy(r1,7m) = (—vail + V() - %VEQ + V(T2)> P(r1, 7o)

= P v - vz v 1) P (7
_ <_2m n T V(M) = 5V, + (rz)>¢n(r1)¢m(7"2)

h2 n?
= 5= VEOu(F) + V()0n () — 5V, 0m(7) + V() dn(72)

B h2 9 V" . FLZ 2 V_, —
= (W VD)) anlr) + (T V) ) ()

Therefore the R.H.S of Eq 10.7 must be:

Er¢n(7) + Eaghm (72) (10.10)
Thus:
ETotal — Efbingle + Efyf"gle (1011)

So the wavefunctions multiply and the energies add. In quantum mechanics, if the two parti-
cles are indistinguishable, there are important consequences to what are the allowed two-particle
wavefunctions that represent physical solutions.

If particle 1 us a neutron and particle 2 is a proton, then the amplitude for finding the neu-
tron at 7; and the proton at 7% is not generally the same as finding the neutron at 75 and the
proton at 7:

Y(71, 72) # (2, 71) (10.12)
Both these particles can be distinguished from each other (e.g by measuring charge or the
small discrepancy in their mass). Suppose now that both particles 1 and 2 are indistinguishable,
for the sake of argument, say they are electrons. Finding electron 1 at 7; and 2 at 75 is the
same as finding electron 1 at 75 and 2 at 7. This is because electron 1 and 2 are identical
particles; unlike in classical physics, in quantum physics one can,t at most, specify a complete
set of commuting variables. We know that the position does not commute with the momentum
(as shown by Heisenberg’s uncertainty principle). This means the trajectories taken by particles
cannot be exactly mapped (in phase space or in real space). Therefore one cannot know which
particle is which if the trajectories approach each other. In particular, when two identical particles
approach each other, the two possibilities are:

(1) The two particles cross each other
(2) The two particles scatter each other backwards

In the quantum world (specifically due to Heisenberg’s uncertainty principle), both these cases
are identical. Recall that for distinguishable particles, we could say that (71, 7) # (7, 71), this
is simply because the equation was not the same. However for indistinguishable particles one
cannot say:

Y(, 72) = Y(2, 1) (10.13)

This might be confusing at first sight, as this was done for the distinguishable particles The

reason this equation does not necessarily have to be true, is that the wavefunctions are not by

themselves observable quantities. Therefore, even though the equations of the wavefunctions in

Eq 10.13 are satisfies by identical particles, one cannot test them directly. The only observable is
the probability density:

(71, 72) [ = [ (72, 7)) (10.14)
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This means one can choose a gauge containing a phase factor for the wavefunction and the
physics will still be the same:

(1, 7o) = €00(, ) (10.15)
Note that Eq 10.15 can take the form of Eq 10.13, however this would not be the most general
solution. The wavefunction obeys:

Y(r1,72) = e’ (¥(72,71))
= e P(r, ) = 0=0,n (10.16)
This implies the key result:
Y(,72) = (72, 1) (10.17)

Using the unsymmetrized two particle wavefunction:

we can form the symmetrized (+sign) and anti-symmetrized (-sign) physical wavefunctions
as:
Y (71,72) = Gn(71) P (72) £ P (71) b (72) (10.19)
To make sure these work, check that they satisfy Eq 10.17:
VY (2, 71) = Gn(72) (1) £ G (72) b (71) (10.20)
Thus:
Y4 (71, 72) = Y4 (72, 75) (10.21)

In general some particles have spin aswell. As we saw in the angular momentum chapter, spin
is an intrinsic property of a particle and therefore cannot be part of the spatial wavefunction. In
fact, any spatially independent quantum number cannot be represented as a part of the spatial
wavefunction. Thus a new is notation is introduced:

1/}(?1,0’1;7?2,0'2) (1022)

where o’s represent the spin part of the total wavefunctions. ¢ (7, 01; 7, 02) is the amplitude

for finding particle 1 with spin oy and at position 7; and likewise for particle 2. Condition in Eq
10.17 applies to the overall wavefunction:

Y(71, 01572, 09) = £1p(72, 02571, 01) (10.23)
In nature, particles with integer spin obey:

Yboson (T1,01572,02) = Eposon (72,2371, 01) (10.24)

these particles are called bosons. Particles with half-integer spin obey:

wfermion("?lu 01, 7?27 02) = _wfermion (F% 023 Fla Ul) (1025)

these particles are called fermions. Eq 10.25 leads to a remarkable conclusion, that can be

seen by substituting Eq 10.25 into Eq 10.23 and try to put two fermions with the same spin and
position:

01 =09=0 (10.26)

_'1 = _’2 =0 (1027)
We get:
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'(pfermion ('Fa o3 7?’ U) = _wfe'r'mion (7?’ o, 77; U) (1028)

Thus 9 fermion must equal zero. Physically this means that fermions can never exist in the

same quantum state (i.e with the same quantum numbers). This is called Pauli’s exclusion prin-
ciple.

There is no such problem for bosons. In fact, at ’zero’ temperature it turns out that any number
of bosons tend to go to the lowest energy (ground state) of the system. This phenomena is called
Bose-FEinstein condensation.

2. Dirac notation of identical particles

Let |k1)|ka) be the state for 2 particles (ki, k2 are some quantum number labels such as mo-
mentum, position, spin etc). Once again, the convection is used in which the first ket represents
particle one and the second ket (to the right) represents particle 2.

The next thing to do is define a permutation operator, P15 such that:

Pio|k1) ko) = |k2)k1) (10.29)

The subscript 1,2 shows that shows that particle one is being changed into particle 2. Obvi-
ously applying the operator twice on a given wavefunction will just take us back to the original
wavefunction, i.e P4 = 1, thus eigenkets for Pj» can be found with eigenvalues +1:

buka)s = = (k)lka) + ) )
1
k1, ko) = ﬁ(\k1>|k2>*|k2>|k1>) (10.30)

apply the permutation operator to each expression to find its eigenvalues:

1
Piolky, k = —= (|k2)|k1) + |k1)|k
12|k1, k2)+ \/5(‘ 2)[k1) + |k1)[k2))
= +1|k’1,k‘2>+ (10.31)
thus the eigenvalue is +1 for this state.
€

Pralky, ko) 7 (|k2)|k1) — |k1)|k2))

= —1lk1, ko) (10.32)
this state has eigenvalue of -1.

The symmetrization postulate is that for identical particles, physical kets are symmetric with

respect to the permutation operator for two particles that are bosons and anti-symmetric for

fermions.

3. Identical fermions with spin

Suppose a system contains two electrons (fermions with spin %) The overall wavefunction of
the system will be a product of the spatial part of the wavefunction and the spin part. Therefore
the permutation operator can separately interchange the spin part and the space part:

Pigt = Py pipece (10.33)
such that:
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P o)oz) = |o2)|o1)
PR r)lm) = [i2)|) (10.34)
hence:
PiSH |7, 01) |2, 02) = |72, 02) |71, 01) (10.35)

Spin wavefunctions can also be formed as symmetric or anti-symmetric under the permutation
operator, when the spin states are different:

1
01,0 = — (|lo1)|o2) £ |o2)|0
|01,02)+ \/Q(I 1)|02) £ |o2)]01))
Py oy, 0008 = o, 02)x (10.36)

The spatially symmetric and anti-symmetric states are the same as before:

oo 1 .. o
71, 72)+ = —= (|r)|72) £ |72)[71))

V2
PR, ma) e = £|F1, )+ (10.37)

From the theory of addition of two spin angular momentum, for two s = % spins, four possible
states can be formed:

(1) | 11) s = 1,ms = 41, symmetric under particle exchange.
(2) % (| 1) + | 41)) s = 1,ms = +1, symmetric under particle exchange.
(3) | ), s =1,ms; = —1, symmetric under particle exchange.

1

(4)

States with total spin, s; equal to 1 are called the triplet states (for obvious reasons), while for
s = 0, the state is called a singlet. For Fermions the total wavefunction must be anti-symmetric
under the permutation operator. Therefore there are two possibilities for the overall wavefunction:

7 (| T =I1), s =0,ms = 0 anti-symmetric under particle exchange.

|1/)(F1, 0157, 09))% = |symmetric) spqce|anti-symmetric) spi, -~ OR
= |symmetric) sp;pn|anti-symmetric) space (10.38)
For example, if two fermions with s = % are put into a harmonic potential and they have the

same energy level, n, the spatial wavefunction must take the form:

On (1) Pn (72) (10.39)

This wavefunction is symmetric under the permutation operator:

Pfgace¢n(Fl)¢n(F2) = (bn(FQ)QSn(Fl) (1040)

Thus, to make the overall wavefunction anti-symmetric, the spin part of the wavefunction

must be anti-symmetric. From the results about the spin states, the only anti-symmetric spin
wavefunction is the singlet state Xsingiet:

PfQI)inXsinglet = —Xsinglet (1041)
Therefore the only allowed two particle wavefunction is:

| (F1, 0052, 02) ") = G (1) Pn(72) © Xsinglet (10.42)
The only other alternate is that spatial wavefunctions are anti-symmetric and then the spin
can be symmetric:

x
V2

¢spatial —_

(Dn(T1)dm (72) — P (1) P (72)) (10.43)
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note that the quantum numbers here have to be different in order to obey the Pauli Exclusion
Principle. In general in the quantum numbers are different, i.e the possible wavefunctions are:

tot

|'(/)(F1a 01; F27 U2)> (¢H(Fl)¢m (FQ) + ¢7n (F1)¢7L (FQ)) 02y Xsinglet OR

Sl

2

1

= 5 (¢n(F1)¢7n(772) — Om(71), ¢n(772)) & Xtriplet (10.44)

S

4. Helium atom

The Helium atom is a system of two spin % fermions, electrons in a Coulombic potential

coming from the nucleus of charge +2e. The spatial part of the overall wavefunction is:

- 1 L L " L
¢+ (F1,72) = 7 (0a(M)0B(F2) £ OB (F1)da(T2)) (10.45)

where ¢4 and ¢p are the hydrogen-like wavefunctions for a single electron with quantum
numbers labels of A, B being short hand n, [, m. The two allowed wavefunctions are shown in Eq
10.44. The Hamiltonian for the Helium atom is:

h? 22 (1 1 e?
Hpe =~ - (V2 +V2) - pi (Fl + FQ) + A (10.46)

Notice there is no spin dependent interaction. This is induced if there is a magnetic field.
Lets try using first-order, time independent perturbation theory by treating the final term in the
Hamiltonian (the Coulomb interaction between the two e~) as the perturbation. The energy
change 0 FE, due to this perturbation is then:

2
e
oE = <wHe m wHe>
2
= <¢+ m ¢+> OR
2
= (¢- e —— ¢-) (10.47)
In fact, lets define:
5 ¢
Er = (¢4]Vizlo4) = (o4 m b+)
2
e
SB = {6-Vaalé-) = (0 | iy 9 (10.43)
Start with 0E:
1 * (= * [ = * (= * [ = 62 — — — —
5By = 5 [ dndr (@365 () + 03(F)0R(7) s (0408 (72) + 6a(72)on()
TE|T] — Ta|
1 * (= = * (= * (= — — 62
N 7/d7"1d7"2 (1624 (F)de(P2)|* + 64 (7)) (72) 04 (F) o (7)) T (10.49)
2 de|ry — 7|
We have two types of terms here:
S o | gk (= NP e?
I://d’rldT2|¢A(T1)¢B(T2)| m (1050)

This term is easy to interpret, the mod squared is simply the probability density of particle
one being at position 1 with the quantum numbers, A, and particle 2 being at position 75 with
quantum numbers, B. The other term is:
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e2

= / / drydia 'y (71) 8% (7) b (71) b5 (72)

This term is not so easy to interpret as ¢4 (71) is mixed up with ¢5(7) in an insuperable way.
Thus we have:

— 10.51
47T€|’r_"1 — 772| ( )

B, =1+J (10.52)
1 is sometimes called the direct term and J is called the ezchange energy term. Similarly:

E_=1—-J (10.53)

It turns out that I is always positive and so is J, therefore dE, > dF_. Since §F corre-

sponds to the total wavefunction being symmetric in space and anti-symmetric in spin (singlet)

state with respect to the permutation operator. The §E_ corresponds to the total wavefunction

being symmetric in spin and anti-symmetric in space, we see that the wavefunctions containing
the singlet state actually have greater energy than wavefunctions with the triplet state.

The physical reason for this is that for the anti-symmetric space wavefunction, the two elec-
trons cannot occupy the same state. i.e they can not be in the same position at the same time
(as the wavefunction will just become zero!). This means in general there is a tendency to remain
further apart and hence reducing the Coulombic energy between them and this is not what is
observed in §F_.

It is strange that even though there is no explicit spin dependence in the Hamiltonian, the ex-
change term prefers the triplet spin state as it has a lower energy and therefore the system is in
the lowest energy state.
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