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Abstract

These are notes i have made as i started learning QFT in 2013 during my undergraduate. *
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1 Introduction

From Quantum mechanics (QM) we know that particles behave like waves under certain circum-
stances and the same is true for waves, this is what we know as the concept of wave-particle duality.
Classically we think of electrons as fundamental particles and photons as ripples or disturbances in
electro-magnetic (E-M) fields. So to combine these views with wave-particle duality two possible
theories could be true. Firstly, we may postulate the fields are the fundamental object in nature
and that particle like behavior comes from the quantization of the ripples in the field or the other
possibility could be that particles are infact the fundamental objects in nature and fields are gen-
erated by the particles.

The second view would suggest that each particle would have a field associated with it, so there
would be an electron field, an up quark field, a neutrino field etc. This picture of fundamental fields
is what is accepted and is the subject of Quantum field theory.

Why QFT?

Locality

This is one of the most fundamental reasons for the acceptance of QFT, it is the same reason
for classical field theories such as E-M and gravitational fields. It is introduced to avoid the prob-
lem of having ”‘action at a distance”’, that is the fact that without a field we need an explanation
of how a force is felt on objects that are a large distance away. Another way to think about it, is

that causality has to be conserved according to special relativity.

Indistinguishable particles

All particles of the same type are indistinguishable. This is a remarkable fact, that every elec-
tron ever created is ezxactly the same as every other one. So postulating that an electron field exists
from which every electron is made seems a reasonable explanation to this fact that all the electrons
are the same (as they are made of the same thing).

In QM we are simply told that fermions have half integer spin and bosons have integer spin and
therefore fermions obey the Pauli exclusion principle, QFT proves these facts and their relations to

Fermi-Dirac statistics and Bose-Einstein statistics.

Special Relativity(SR) + Quantum Mechanics(QM)

We know from special relativity £ = mc? so at high energies the phenomena of pair production

takes place which naturally means that the number of particles in relativistic systems is conserved.
An example is in particle accelerators, two particles traveling at high velocities can collide and
generate a shower of 1000s of particles.

Now if we try to combine QM with SR and form a relativistic Schrodinger equation, it won’t
work for a simple reason that the Schrodinger equation describes the motion of a single particle
wave-function, however in the relativistic case, this can never be true as we do not have a single



particle. Now consider a particle trapped in a box of size L, from uncertainty principle we have:

h
Ap > — 1.0.1
PzT (1.0.1)
However in under relativity we have an energy of:
he
AE > — 1.0.2
27 (1.0.2)

When AE = 2mc?, one gets pair production of the particles with mass m. If a particle is localised
in a region of size L that is < %, then it is not even possible to say there is just one particle. The
length scale

A= (1.0.3)

is called the Compton wavelength. This basicly means that at length scales smaller than this we
cannot talk about a single particle?.

What is QFT?

Conceptually there is nothing new in QFT that isn’t already in QM. In QM one takes the classical
degrees of freedom (d.o.f) and promotes them to operators which act on some Hilbert space (general
complete vector space). Exactly the same is true for QFT, the classical d.o.f are fields and one takes
this field and promotes it to operators which act on some Hilbert space, so we have a field that is
an operator valued function over space.

Classically every position in space has a field value associated with it, in QFT every position
in space has an operator associated with it. This however raises a major problem with QFT, the
problem is that there are infinite number of d.o.f, as space is a continium (from what we know
now) (so it contains an infinite number of points). The major work done since the framework for
QFT was first laid down in the early 1930’s has been to resolve this mystery of the infinitely many
d.o.f’s.

1.1 Units and conventions in QFT

There are three fundamental constants in QFT, with the following units:

[c]=LT! (1.1.1)
[h] = L2M>T~! (1.1.2)
G] = LM 12 (1.1.3)

In QFT we set i = ¢ = 1, sometimes called natural units. To get back the SI units one has to put
back the h and c.

2The other familiar lenth scale is the de Broglie wavelength, A\ = % This is in the non-relativistic case, one can

think about these two length scales as follows, the de Broglie wavelength is when a particle starts to exhibit wave
like properties and the Compton wavelength is when it doesnt make sense to think about a particle anymore



1.2 Notation

The first thing one notices when being introduced to QFT? is the indicies that are in the subscript
(lower) or in the superscript (raised) of various algebraic terms such as z#. So I shall start of by
explaining them in as much detail as possible as they are probably the most important notation
(and one cannot go any further without understanding them).

A raised indicy such as x* represents a set of Contravariant coordinates and a lower indicy represents
Covariant coordinates, the meaning of which is easily shown by a diagram.

Users/Darsh/Desktop/Latex_images/CC .pdf

The figure above shows the two axis labeled ¢; and ¢9 respectively (I have chosen these particularly
to emphasise that even though, the diagram shows them as axis, in general they are simply algebraic
notation showing two basis vectors of a vector space, say ¢). The dotted red lines show the
contravariant coordinates, hence they have the raised indicies. It might easier to think about them
in terms of a vector such as: led ¢1 and ¢2 respectively (I have chosen these particularly to emphasise
that even though, the diagram shows them as axis, in general they are simply algebraic notation
showing two basis vectors of a vector space, say ¢). The dotted red lines show the contravariant
coordinates, hence they have the raised indicies. It might easier to think about them in terms of a
vector such as:

Of course this is just for the two dimensional case, in general it can be for any number of dimensions
and each dimension will have a coordinate in the matrix. Similarly for covariant coordinates one

has:
1
T, = .

This can also simply be extended to higher dimensions. This simple illustration shows the repre-
sentation of the same vector in contravariant and covariant coordinates (note that the basis vectors
are the same,qgl and (ZBQ . Now I shall discuss the relations between the two coordinates system, to
that I have to lay down some formal definitions for the contrvariant and covariant coordinates:

T12=T - Q1,2

3Infact this first course in quantum mechanics did not even involve the Dirac notation as everything was worked
out in terms of wave-functions, however I found that notation relatively trivial and therefore I will not dwell on it
here.



This is the expression for covariant coordinates (lower indicies) and there is a similar equation that
defines the contravariant coordinates (simply raising the indicies). Note that there is no difference
between covriant and cotravariant coordinates when one has Euclidean space? (i.e flat space). Now
we consider the scalar product of two vectors:

z-y=z (y'é1+y°0) (1.2.2)

Here I have chosen the y coordinates to be contravariant, this can be rearranged as (using the
definitions in equation (1)):

z-y=y'z b +yiw-dy =y + 1 0 (1.2.3)

This shows that the scalar product is obtained by pairing upper with lower indicies, infact this
is always true. The relation between contrvariant and covariant coordinates is straightforward to
derive. Consider the contravairiant coordinates for x:

x=a'g + 22, (1.2.4)

One can obtain the covariant coordinates z; by dotting = with the unit vectors in the covariant
system, u; (for clarity, ¢; are cotravariant basis unit vectors andy; are covariant basis unit vectors):

T, =X 'Aufu,fui (1.2.5)
xT; = (.’171(]31 + 372&2) iuy, (1.2.6)
XT; = .%‘iCU.fufui . d;z) (127)

Now we can define the metric tensor, which is crucial in quantum field theory:

91 = U - O (1.2.8)
Which immediately leads to:

T; = gijl‘j (1.2.9)

Now we use the Einstein convention that repeated indicies are summed over. This is a notation
that was introduced by Einstein in his development of Relativity and it streamlines many common
algebraic expressions. Instead of using the traditional sigma for sums, the strategy is to allow the
repeated subscript to become itslef the designation for the summation:

a1x1 + asxo + asrs + -+ apT, = Zaix,— (1.2.10)
i=1

Instead of writing down the sum symbol one would simply write a;x;, where 1 < ¢ < n is adopted
as the universal range of summation. Consider the expression a;;x) does not indicate summation,
but both a;;x and a;;x; do so over the respective ranges 1 <i <nand 1 <j < n. If n =4, then:

Qi T = G411k + 22Tk + 33Tk + Q44T (1.2.11)

4In quantum field theory one generally deals with Euclidean geometry so the two coordinate systems are equivalent.



QijTj = ;101 + Q222 + G;3T3 + Q474 (1.2.12)

Free and Dummy Indicies

In the example above the expression a;;z; involves two sorts of indicies. The index of summa-
tion, j, which ranges over the integers 1,2,3,...,n, cannot be preempted. However at the same
time, it is clear that the use of the particular character j is inessential; e.g., the expressions a;,x;
and a;,T, represent exactly the same sum as a;;z; does. For this reason, j is called a dummy
index. The index ¢, which may take on any particular value 1,2, 3,...,n independently, is called a
free index. Note that, although we call the ¢ "‘free”’ in the expression a;;z;, that ”‘freedom”’ is
limited in the sense that generally, unless ¢ = k:

Qi ;5 7é Ak 5T 5 (1.2.13)

Special tensors and four vectors

I mentioned the metric tensor above, now that we have talked about the summation rule over
repeated indicies I can define it in another way:

9ij = gz'kgf = gikgjzgkl (1.2.14)

Here we have made use the matrix form of the Kronecker delta function, § which is also defined in
terms of the metric tensor:

8 = 0,i#]
l,i=j (1.2.15)

The flat Minkowski space metric, g, (sometime also written as 7, is:

1 0 0 0
0 -1 0 0
0o 0 -1 0
0 0 0 -1

Moving on to four vectors, they are a very simple mathematical construct® , once again best
explained through an example, consider the contravariant vector z*. It has coordinates (t.z,y, 2)
and p generally represents 0,1,2,3. This can now be used along with the metric tensor and the
relation in Eq. (9) to show new properties. Consider the multiplication (as shown in the equation)
of z* g,,,,. Firstly we notice that these are two matrices of dimensions (1x4) and (4 x4) therefore the
result from the matrix multiplication should be another matrix of dimension (1 x 4). So computing
the result:

5The momentum four vector, P* = (E,p) = (E,psz,py,p-). The energy and momentum combine to form the
momentum four vector, analogous to the spatial and time four vector



1 0 0 0
0 -1 O 0
(t =z y 2 0 0 -1 0 =t -z -y —2) (1.2.16)
o 0 0 0 -1 Ty

Guv
This shows that the co-variant coordinates are negative in position and will give rise to other
important properties. One of the definitions of a vector space is that there is a function known as
a scalar product that basicly maps the component of one vector onto another vector in the vector
space. Since vectors can be represented as matrices, I shall now show how to compute a scalar
product of two four vectors. Consider two vectors:

VO
Vl
V = V2 U:(U0 Ut U? U3)
V3
Scalar product is written as:
U-V =U",, V" (1.2.17)

The R.H.S term can be written as:
Vo 1 0 0 0
Vi 0 -1 0 0 0 1 9 3
V2 0O 0 -1 o0 ( vt vt Ut v )
V3 0 0 0 -1

By multiplying out the second and third matrices we get:

Vo
( Ue _yl _y? _ys ) g;
V3
Which just equals:
Uvovl —utvt —ptv? —udvs (1.2.18)

This matches the result we obtained in Eq.(16) which is means the scalar product can be written
in general as:

a,b” = at'b, = a"g,,b" (1.2.19)
This proves to be a very important result that links the metric tensor and the vectors. Another

important tensor is the anti-symmetric tensor (sometimes referred to as the Levi-Civitia tensor).
It is defined as:

"B = 1 if the indicies have an even permutation(0, 1,2, 3)
—1,if the indicies have an odd permutation(0, 1,2, 3)
0,if the indicies is of no permutation (1.2.20)



e FEven permutation means that the indicies follow cyclic permutations, that is 0 — 1, 1 — 2,
2 — 3,3 = 0. For example €9123 1230 2301 are 3]l even permutations

e Odd permutation means that the indicies follow iinverse-cyclic permutations, that is 1 — 0,
21,3 =2, 0— 3. For example 3210, 2103 (1032 ar6 3]l 0odd permutations

e no permutation means there is no order to the indicies, for example, e!302, 0231 (0312

)

Lorentz transformations
Under a Lorentz transformation a four-vector transforms according to matrix multiplication:

at = Abzv (1.2.21)

Where A¥ =4 x4 matrix and if defines the Lorentz transformation.
Special cases of A :

10 0 0
e Rotation; A% (about z axis): 8 ZTEZ - (S;lsnﬁ 0 8
0 0 0 1

e Boost (simply meaning the changing of coordinates under a Lorentz transformation); A#
¥y —yv 0 O

. . . v |=yw ~ 00
(boost in x direction): 0 0 1 0
0 0 0 1

Where 7 is the Lorentz factor (remember the units are ¢ = 1):

v =4/(1—-02) (1.2.22)
The set of Lorentz transformations may be defined as transformations which leave the metric tensor
mvariant:

Guv = gapAoA] (1.2.23)
Derivative transformations under Lorentz transforms

I shall define here how derivatives transform under the Lorentz transforms specifically. Firstly
consider the scalar field ¢, and a small variation in the field:

)
5¢=6¢

rH

St (1.2.24)

Since this is a scalar quantity we want to write it as:

8¢ = D, p0z" (1.2.25)

This equation shows the variation in this field is the covariant derivative of the field times the
contravariant variation in z* four-vector. So we define:

10



E

O = ozt
o 0 0 0
0
w2
? Oz,
0 0 0 0

So we see that 0, transforms as a covariant four-vector and opposite for 0%, so we note that from
Eq.(26,27):
0, A = 0y A° + 0; A7 (1.2.28)

For example if A* = x* we get:

8Mx“ = 80%0 + (91:101 + 82£E2 + 831'3 + 84{E4

which can also be written as:
ot Oxr Oy 0z

ot 0’ By’ 02
The final identity is the relation between 0* and 0,:

90000 0 0 0
ot’ 9z’ 9y’ 0z" ot oz’ Oy’ 0Oz

At = ( (1.2.29)

0"0, = (
multiplying this put gives:
0? 0? 0? 0?
ny — - < <Y Y 1.2.
" 0n o2 0x2  Oy? 022 (1.2.30)

which can be written in operator terms as:

“w 62 2

where V2 is just the del operator:

(1.2.32)

11



2 Field theory

As stated before, the main purpose of QFT is to describe the dynamics of fields. Field is a physical
quantity defined at every point in space and time, there can be vector fields (e.g. EM fields, can be
thought of arrows at each point in space) or scalar fields (e.g. temperature, can be thought of as a
number associated with each point in space).

When discussing fields in classical mechanics, we have a finite number of d.o.f’s. Dynamical variables
are denoted by:

qa(t)

where ¢ represents the coordinate of the variable, like position, , represents a label (could be weather
the coordinate is negative or positive, for example). In QFT we apply the same logic, however the
dynamic variable is now a field so we get:

a(x,1)

Note here that the position x is itself a label, as supposed to being a variable. This means that
the uncertainty principle no longer holds for position and momentum in QFT. A simple example of
this are the electric and magnetic fields, E(x, t) and B(x,t) are both spatial three vectors. However
these can be derived from a single 4-vector®:

AM(x),t = (¢, A) (2.0.1)

where p = 0,1, 2,3. Maxwell’s equations are:

0A
E=-V¢— — 2.0.2
vo- o (202)
and similarly for B:
B=VxA (2.0.3)

Now using the vector calculus identities:

div(curlA) =0

curl(curlA) =0
It is easy to show that A¥(x,t) does infact lead to the Maxwell equations.

6Very similar to the problem in PeskinSchroeder chapter 2 question 1

12



2.1 Lagrangian and equation of motion

In particle mechanics the Lagrangian is a function of the velocities and positions, therefore carrying
on the same logic, in QFT the Lagrangian is a function of the dynamical variable and its time
derivative aswell(which happen to be fields); ¢(x,t) and ri)(x, t). However, as I said before the field
now also depends on position, x, so we are at liberty to include terms like; V¢, V26, V3¢ etc’.
Since there is no classical analogue one is not forced to limit the derivatives to be first order (as is
the case with time derivatives).

The Lagrangian is written in the following way:

Lm=/#uwmmw (2.1.1)

Here L is called the Lagrangian density and to obtain the actual Lagrangian one needs to integrate
L over all space 8. The action, S, is defined as:

S:/ﬁ/ﬁﬂ:/&m (2.1.2)

As stated above the Lagrangian can depend on V¢ in any way as there is no classical analogy.
However since we are trying to combine SR and QM. we require space and time be to be of an equal
footing and for that reason, we only consider Lagrangians that are functions of equal derivatives
of space and time. We determine the equation of motion by the principle of least action (0.5 = 0)
keeping the end points fixed. Small change in action is given by using the equation above:

4 . OL L
58 = /d 00+ 575,577 (00400 (2.1.3)
Usually in CM, the initial conditions are something like, the particle starts at position, x and has
velocity, v. However in the case of field theory what the initial conditions are slightly different
(strictly speaking they are not initial conditions, but boundary conditions). We take the initial
value of the field and the final value of the field and we see how the field can evolve into its final
value, such that the action is an extremum (generally a minimum). Returning to the equation
above, it can be rewritten using integration by parts as:

oL oL oL
6S:/d4x——8 —)|0¢pa + O (7
960~ 2 0@00) 1% * 256,650
The last term is a boundary term, and it goes to zero under the following initial conditions (boundary
conditions):

5d) (2.1.4)

0a(x,t1) =0 (2.1.5)
0pa(X,t2) =0 (2.1.6)
dpa(x — 00,t) =0 (2.1.7)

“We will only consider Lagrangian that depend on V¢, the reason for this lies in Lorentz invariance which will be
discussed later

8in general everybody calls the Lagrangian density the Lagrangian which is what I shall be doing as well from
now on

13



Now remember we are trying to find describe the dynamics of the field where action is minimised,
so the remaining equation without the boundary term is:

[ 0L oL
65_/d x[a% 8“(78@%))]5%

So for 4.5 to be zero we can the simple, but very important relation:

oL oL

N3 Gon) ~ 30a
(0u®a) Pa

This is the equation of motion for fields, it is called the Euler-Lagrange equation (EL equation).
So for a given Lagrangian that is a function of a set of fields, the equation of motion can now be
calculated.

0 (2.1.8)

2.2 Application of Lagrangian and EL equation

In this section I shall apply the basic method of finding the equation of motion for different La-
grangians. The steps are as follows:

e Form a Lagrangian using the time and spatial derivatives of a field

e Compute:
oL

(6. Pa)

oL
0¢a

e Then substitute into EL equation to form the equation of motion

el

)

Klein- Gordon equation

The Lagrangian for this system is:

1 1
L= 577“”6H¢5V¢ - §m2¢2 (2.2.1)

Substituting the metric tensor and the partial derivatives identities from the introduction section
into the Klein-Gordon equation:

1 0 0 ©
1l 5., 1.0% 9 0 -1 0 O
L=mgm o5~V o 0 1 o
0 0 0 -1
multiplying out the terms gives:
L=213_ (Lwe? 4 Lm2e? 2.2
= 28 = (Vo + gme) (223)

14



Comparing this to the classical Lagrangian:

L=T-V

Where T is the kinetic energy and V is the potential energy, now we have to remember that the L
we have been calling the Lagrangian is actually the density, so to get the Lagrangian we have to
integrate over all space. Hence the equivalent terms for the kinetic energy and potential energy are:

[ 1
T /d v59 (2.2.4)

1 1
V= /d3x§(V¢)2 + §m2¢2 (2.2.5)

The first term in the potential expression is called the gradient energy, while the last term is simply
called the potential. To determine the equation of motion from the Lagrangian we compute the
following the terms for the EL equation:

oL

o9 =™ é (2.2.6)
dL

(9u9)

Therefore substituting the ingredients into the EL equation:

=d"p=(6— V) (2.2.7)

é—Vip+m2p=0 (2.2.8)

this can also be rearranged and written concisely as:

0,0"¢ +m?¢p =0 (2.2.9)

This is the Klein-Gordon equation®. This is the equation of motion that shows how a scalar field
varies in time.

First-Order Lagrangian

Consider a Lagrangian linear in time derivative, rather than quadratic being quadratic which was the
case in the Klein-Gordon equation. We take a complex scalar field defined by the real Lagrangian:

L= 5(1/) Y —prp) = VYr -V —my*y (2.2.10)
Once again to obtain the equation of motion we compute the usual factors:
oL i
= —q) — 2.2.11
I .
oL _ —29 (2.2.12)
o+ 2

9Infact this was first written down by Schrodinger in an attempt to find a relativistic version of the ”‘Schrodinger
equation”’

15



oL

— == 2.2.1
S5 =~V (2:2.13)
Finally substituting into the EL equation gives:
i%—f = -V +my (2.2.14)

Yup, this looks exactly like the Schrodinger equation! However it is not, because the function v is
not a wavefunction here, it is a field. It does not have any of the properties of the wavefunction (i.e,
it is not subject to the Born interpretation of probability). I shall mention briefly the initial condi-
tions of the two examples above; When the Lagrangian is quadratic in the field time derivatives we
need to know 9 and w at a specific time to determine future time evolution; when the Lagrangian
was a function of a single power of the time derivative of the field, we only need the value of the
field at a given time to determine time evolution.

Maxwell’s Equation!®

The Lagrangian is:

1 1
L= —5(6MAV)(8“A”) + 5(aMAH)2 (2.2.15)
Once again we compute the ingredients:
oL
= —grA” Afynhr 2.2.1
therefore: oL
(=) = —02AY + 07(9,A*) = —0,, (0" AP — ¥ AM) (2.2.17)
" 0(0uA) ’ '
Here one can define the field strength as:
F, =0,A,-0,A, (2.2.18)
So we can succintly write Eq.(2.28) as:
oL
ou(==——)= -0, F" 2.2.19
M(a(aﬂA#)) 1% ( )

This can be used along with vector calculus identities to obtain Maxwell’s equations. Using the
notation of the field strength, we may rewrite the Maxwell Lagrangian as:

1
L — _Z HVF#V (2220)

Lorentz Invariance

100nce again this relates to problem 1 in chapter 2 of Peskin and Schroeder

16



The notation of Lorentz transformations was discussed in the introduction section here we shall
emphasise its importance. the goal is to construct a relativistic field theory with time and space on
equal footing. This just means that the theory should be invariant under Lorentz transformations.
The following equation a the Lorentz transformation:

ot = gt = APg¥ (2.2.21)

Examples are rotations and Lorentz boosts as defined in the notations section. This shows how
Lorentz transformations act on space, however we want to know how the transformations affect the
fields in space. The effect of a Lorentz transformation on a scalar field is of the form:

6(z) > ¢ () = (A~'x) (2.2.22)

This is an active transformation. The way to think think about it is; consider you have a temper-
ature field and at a given position we have a hotspot. Now a Lorentz transformation is performed
on the temperature field. Suppose the transformation is a rotation, so we take the entire field and
move it (active transformation, as supposed to simply changing coordinates) so now the hotspot is
in another position. If now one wants to write the new field in terms of the old field, the coordinates
of the hotspot in the old field will have to be converted back and this is the reason for having the
A~ as supposed to just A. This is how A acts on any field, we are just interested in how they act
on fields that are invariant after the transformation.

If a solution to a particular equation of motion is subjected to a Lorentz transformation and the
resulting function is also a solution to that equation of motion, the theory to which the equation
of motion belongs, is said to be Lorentz invariant. This can be insured by saying that the action is
invariant, therefore theories in which Lagrangians have dependence of time and space, not on equal
footing will not be Lorentz invariant (i.e first order in time and second order in space will not lead
to theories being Lorentz invariant).

Next consider a Lorentz transformation on a vector field, A, (z):

Au(@) = A (z) = A4 A, (A ) (2.2.23)

The x label transforms in exactly the same way, but now there is an index p aswell in the vector
field which, under Lorentz transformation, goes to v, which is the reason for the transformation
matrix having the v index aswell. This is expected as the indicy represents the direction of a value
in the field (best thought of as the direction of an arrow, in a space having arrows at every point
in space).

2.3 Symmetries and Noethers theorem

The role of symmetries in field theory is just as important (if not more so) as it is in classical
particle mechanics. There are Lorentz symmetries, gauge symmetries, internal symmetries and
supersymmetries. Here we shall briefly look at Lorentz symmetries and internal symmetries, but
first we visit the topic of Noethers theorem.

Noethers theorom
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I shall start with the defination of the theorem; Every continuous symmetry of the Lagrangian gives
rise to a conserved current, j*(x), such that the equations of motion imply:

8,5"(x) =0 (2.3.1)

Or in a more familiar form (atleast it is for me), this just represents the equation of continuity (look
at defination of 0,:

0 o .
= — 2.3.2
5 TVi=0 (2.3.2)

If the current is conserved, we have a conserved quantity (usually called charge) which is defined
as:

Q- /83333'0 (2.3.3)

Here we are integrating over all space, the zeroth component of the current to obtain the charge,
which is quantity that does not change with time. To see why it is zero consider the following
equation for the derivative of the charge:

. aj()
= [ =09 2.3.4
Q o (2.3.4)
Where the integration limit R® means the integration is over all space. Now using the continuity

equation 2.3.2, we can rewrite this as:

Q=-| Vv-jo’z (2.3.5)
R3
This integral will go to zero if we assume (as usual) that j — 0 as © — oo and hence we have shown
that Q is zero and therefore a conserved quantity. The series of equations I have written above also
hint at local conservation of the quantity, which is best seen by the equation above. The best way
to prove local conservation is to invoke Gauss’s law upon this equation. First consider the charge
in a fixed volume, V, we have:

Q= —/ V- jolx (2.3.6)
v
Now using Gauss’s divergence theorem we have:
—/V-j83x=—/j-dS=Q (2.3.7)
v A

This shows that the change in a conserved quantity is equal to the fluz of the quantity out of a
given surface.!!

Proof of Noethers theorem
Returning to the defination of Noethers theorem given at the very biginning, I shall now attempt

to prove it. First we take a symmetry and consider an infinitesimally small rotation (or any trans-
formation), since the statement given in the beginning is of a continuous symmetry we have:

1 This is exactly the same for the electric charge and the more familiar Gauss’s law in EM
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$a(7) = 6,(2) - da(x) + €0 (2.3.8)

So a field is subject to a Lorentz transformation of an infinitesimal amount, €, in general there can
be higher order terms aswell such as, €2, €3, etc but for now we shall consider them to negligable
and ignore them. The defination of a symmetry is that the Lagrangian does not change under a
symmetrical transformation. So consider making an arbitrary transformation:

Pa = ¢a + 06 (2.3.9)
A small change in the Lagrangian can be modelled as:
oL oL
0L = —0¢q + =————9(0,04 2.3.10
a¢a (b a(au(ﬁa) ( H¢ ) ( )
This can be rewritten as'?:
oL oL oL
0L =[— —0ys7——|00q + Ou(m=5—=00a 2.3.11
[¢a Ha(a¢a)] (b N(a(aud)a) ¢ ) ( )

The term in brackets is zero when the equations of motion are obeyed (as the action is always
minimised, S = 0). So we are left with:

oL
5L - Qt(m&ba) (2312)

Now if we suppose that d¢, is a symmetry then dL is zero, therefore:

oL
Ou(==——=6¢q) =0 2.3.13
H<a(a,u.¢a) ¢ ) ( )
Comparing this to Eq 2.3.17 we see that:
oL
— 0, = j* 2.3.14
o) ba = J ( )

This is a very important result as it shows the power of Neothers theorem, not only can we find
out weather a quantity is conserved, we can also find the current immediately by the relation above.

The theorem can be further generalised by stating that for a given symmetry, instead of L = 0 we
have:

5L = 8, F* (2.3.15)

So under the symmetry, the Lagrangian changes by the derivative of some function F*. In this
case the action is (now make sure to remember that what we are calling the Lagrangian is really
the Lagrangian density so we must integrate over all space to get the Lagrangian):

S = /dt/L83x = /6“F”63a:/dt (2.3.16)

an analogous step was taken when we were considering an small change in the action, check that for more details
if unsure

12
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However the R.H.S of Eq 2.3.16 is a total derivative and therefore zero! This can be reconciled
with Noethers theorem to get a conserved current by simply subtracting 9, F* from the original
equation for j*:

oL
L 5
7T 8(0,0)

So this is just another way of saying that under a symmetric transformation the action is invariant.

- (2.3.17)

Application of translations and Noethers theorem

Classicly, invariance under spatial translation of a system gives rise to the conservation of mo-
mentum and inavriance under temporal translations gives rise to the conservation of energy. We
will now see a similar concept in terms of fields. Consider the infinitesimal translation:

¥ =¥ — € (2.3.18)
This gives a change in a field of:
Pa() = Pa(2) + €70y Pa () (2.3.19)
If the Lagrangian has no explicit  dependence (just depends of fields, that depend of x):
L(x) — L(z) + €"0, L(x) (2.3.20)

The indicies v = 0,1, 2,3 show that their are four different translations taking place, resulting in
four conserved currents according to Noethers theorem (as the Lagrangian is a total derivative):

(ﬂhzagﬁ)@%—szﬂ‘ (2.3.21)
n¥a

Just to explain the notation; (j*) is the current that we have seen before. The index v is for the
four different current that we are computing. T# is called the energy-momentum tensor (sometimes
called the stress-energy tensor, or stress tensor) and it follows the relation:

9,TH =0 (2.3.22)

Now we have a very important result which shows four conserved quantites:
E:/fﬂm (2.3.23)

This is the total energy of the entire field. The other conserved quantity is momentum (in all three
dimensions):

ﬂ:/fﬂm (2.3.24)

An example: KG Lagrangian
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The simplest form of Lagrangian:

L= % . $0" ¢ — %ngbz (2.3.25)

Now we can use the defination of the energy-momentum tensor we have:
THY = oFpd" ¢ — n"F L (2.3.26)

For this example, the conserved energy and momentum are given by:

g 1. 1 1
E = /d3x§¢2 + 5(v¢>)2 + §m2¢2 (2.3.27)

P! :/d?’m b ¢ (2.3.28)

These are two conserved quantities for that transcend the entire field. For this example the energy-
momentum tensor happens to be symmetric i.e,:

THY _ VR
This is not always the case. Generally we can make sure that the energy-momentum tensor of any
theory is symmetric by adding an extra term of the form:

er =T + 9, (2.3.30)

Here we have defined I'"* to be some function of the fields that is anti-symmetric in the first two
indicies such that:
Py = —TrPv (2.3.31)

This garuantees that 0,0,I'"*” = 0 so that the new energy-momentum tensor, ©*" is also conserved
quantity.

Internal symmetries (Global symmetries)

Consider a Lagrangian which depends a complex scalar field ¢ and its derivatives:

L = 0,9 — V(™) (2.3.32)
we have a symmetry such that:
v = e
Y — oy
ot —  —iayp

So we can calculate the current j using Noethers theorem:
= (0P — i () (2.3.34)
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This current shows that there is no dependence on the potential energy terms of the Lagrangian.
The main difference between internal symmetries and other symmetries like rotation and transla-
tion symmetries is that the internal symmetries provide an insight into how the values of the field
changes under transformations as supposed to the others in which the space changes and then one
sees how the fields are affected.

We will see later that conserved quantities arising from internal symmetries have the interpre-
tation of electric charge or particle number (this means lepton number, baryon number etc. not
the number of particles, as the whole point of developing QFT is the fact that the number of par-
ticles is not conserved in relativistic conditions!)

How to manipulate symmetries

Suppose we have an initial symmetry such that L = 0 . In general one has a set of parame-
tres (like o above) that provide a measure of change in a field, i.e the amount a field is rotated
by. Now we redo the transformation with « not being a constant, but instead a function of z,
a(x). Therefore for this general case 6L # 0, however we know that when a(x) is constant §L = 0.
Therefore we can logically conclude that 6L must be proportional to the derivative of a:

SL = (8,0)h"(¢) (2.3.35)

for some function h*(¢). Now one can compute the action for this system:

58 = / d*z5 L

- / d*z a(x) 9,h* (2.3.36)

when the equation of motion is obeyed, the action is always minimised, so §S = 0 for any transfor-
mation. The only way this can be true is if the derivative of the new function h* is zero:

duht =0 (2.3.37)

So in this case h* is the conserved current! h#* = j*.
Hamiltonian Theory

Define conjugate momenta:

L
m(x) = a— (2.3.38)
0¢
The Hamiltonian density is defined as:
H = n(z)¢(z) — L(z) (2.3.39)

Here L(x) is the Lagrangian density. This should be viewed as a function of momentum II(z) and
fields ¢(x) not of ¢(x). Note that in the Lagrangian theory we had included derivatives of space
aswell, however this is not the case in Hamiltonian theory and therefore it is not Loretnz invariant
(space and time do not have equal footing).
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Example: Real Scalar Field

The Lagrangian for this system (as we have computed many times before) is:

L= 36— (V6P ~V(9) (2.3.40)
First calculate the conjugate momentum:
oL .
m(z) = % =¢ (2.3.41)
Therefore the Hamiltonian density is:
H = %73 + %(ws)? +V(9) (2.3.42)

And the overall Hamiltonian H is the Hamiltonian density integrated over all space:
3.1 o 1 2
H= [d wom A+ §(V¢) +V(p) (2.3.43)

Notice that this exactly the same as the equation for energy obtained by the Noethers theorem (no
surprise there!).
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3 Quantisation of Fields

So far we have discussed classical fields. By following the same process that takes us from classical
particle mechanics to quantised particle mechanics (i.e Quantum mechanics) we will build a quantum
field theory from a classical field theory. So the idea is to start with classical field theory (the theory
of a classical scalar field governed by the Lagrangian) and then quantize it, that is, reinterpret the
dynamical variables as operators that obey canonical commutation relations.

3.1 Canonical Quantisation

Recall, in QM canonical quantisation tells us to take coordinates of momenta p* and positio, ¢,
and promote them to operators. The Poisson bracket structure of classical mechanics morphs into
the structure of commutation relations between operators, such that!3:

(40, "] = 165, (3.1.1)

40> ) = [P, 1"] = 0 (3.1.2)

In field theory we will do the same for ¢(z) and II(z). A quantum field is an operator valued
function over space (not space-time), obeying the commutation relations:

[ba(x), do(y)] = [7*(x), 7°(y)] = 0 (3.1.3)

[6(x), du(y)] = 16 (x — y)d} (3.1.4)

The R.H.S of Eq 3.1.4 has a dirac delta function, 6 (x — y), aswell as the usual 6%. The dirac
delta comes from the fact that space is just a label for fields and since space is a continium we have
a dirac delta as supposed to a Kronecker delta (the three in the power simply indicates the three
dimensions of space).

We are working in the Schrondinger picture where ¢(z) depends on space but not on time. All the
time dependence is in the state and how it evolves, and it evolves according to the SE:

Olp)

iy = H|y > (3.1.5)
So we have a Hamiltionian, which is some function of operators. We want to know, what the
eigenvalue specturm of this Hamiltonian looks like. However here lies the major problem; the
Hamiltonian has an infinite number of operators as space has an infinite number of d.o.f (as it is a
continium). Therefore it is very to compute the eigenvalues. There is a set of field theories, known
as free fields, where we can write the dynamics in a way that each d.o.f evolves indepenently from
the others and these type of theories are relatively easier to do calculations in.

I3remember we are working in units of A = 1
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3.2 Free fields

Lagrangians that contain only quadratic terms of fields are known as being Lagrangians of free
fields. A system with quadratic fields in Lagrangian will always have an equation of motion (given
by the EL equation) that is linear in the fields. It is this linearity in the equation on motion that
makes these fields alot easier to work with as one can invoke the principle of superposition in this
case and therefore sum over all the disturbances.

The simplest free field theory is the Klein-Gordon(KG) theory:
0,0"¢ +m?¢p =0 (3.2.1)

We want the spectrum of eigenvalues for the Hamiltonian, however since there is no obvious way
to do this, one seeks guidance by taking the fourier transform of the KG field'4:

d3p ip-X
oe.t) = [ e (.1 (322
where:
¢(x,t) = field in ordinary space
¢(p,t) = field in FT (p) space
Now the KG equation in momentum space is:
0 2 2
(@ + (P +m?))¢(p,t) =0 (3.2.3)

This is just the equation for a Harmonic oscillator with frequency:

wp = Vp?+m? (3.2.4)

The solution to the classical KG equation is a superposition of the infinite number of SHO, therefore
we can add these oscillators together to give the solution. So to quantise the field we need to quantise
the SHO. We shall do this in the Schrondinger notation of QM, so we have the Hamiltonian:

EICIR E
H= 5P + 5w a (3.2.5)
Where the usual commutation relations hold:
g, p] =i (3.2.6)

We define creation(a and annihilation(a) operators as:

w 7
a= =g+ — 3.2.7
20t 5P (3.2.7)

and

at = [Zg— —

2 vV 2wp

141 am still not sure how are why we compute this step, I am simply following Peskin and Schroeder for this step.

(3.2.8)
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which can be easily inverted to give:

q= \/%(a +a) (3.2.9)
and
p= —3 %(CL _ CLT) (3210)

Substituting into the above expressions we find the commutation relation:
[a,al] =1 (3.2.11)

and the Hamiltonian can be rewritten as:

1
H=w(a'a + 5) (3.2.12)

The commutation relation between these operators and the Hamiltonian are as follows:

[H,a'] = wa'

[H,a] = —wa (3.2.13)

This means that if we have one eigenstate of H we can apply a and a' and get another eigenstate
of H. So if we have the SE as follows:

H|E >= E|E > (3.2.14)
Applying the annihilation and creation operators:

Hd'|E >=|E +w > al|E > (3.2.15)

HalE >= (E — w)alE > (3.2.16)

So spectrum bounded below implies that there exists a ground state, |0 > such that
al0 >=0 (3.2.17)
And a is defined as the annihilation operator, therefore:
H|0 >= %w|0 > (3.2.18)

as H =w(a’a+ %) and in the ground state aa! = 0 therefore H = %w. Excited states are given by:

In >= (a")"|0 > (3.2.19)

So for the nt" excited state, we apply the ground state with n annihilation operators. Therefore:
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1
Hin >= (n+ §)w|n > (3.2.20)

Where (n + %) w are the energy eigenvalues.
First application of QFT

The Hamiltonian of the free field theory is:
H= /d3x7r2 +(Vo)? + m?¢? (3.2.21)

Remember the fields are now operators and are functions of just space, not of time becuase because
by going from the Lagrangian formalism to Hamiltonian formalism we have specifically broken
Lorentz invariant (space and time are not on equal footing). Another reason for doubting the
Lorentz invariance is because we are in the Schrodinger picture and as in QM, these operators
are independent of time (the states on the other hand evolve in time accroding to the SE but are
independent of position). The commutation relation we have is:

[B(x), 7(y)] = i6@ (x —y) (3.2.22)

In the last section we solved the Harmonic oscillator from QM, using the creation of annihilation
operators, here we are going to do exactly the same thing and then interpret the solution that is
obtained. First we define ap and a;f) as an infinite set of annihilation and creation operators(therefore
labelled by p subscript). The field operators are now:

qﬁ(x)z/ @p 1 [apeip'x—i—a;r)e_ip‘x] (3.2.23)

(2m)3 | /2wy

(z) = / (;r];(—i)\/? [ape™™ — ale™ P (3.2.24)

wp =" \/p? +m?2 (3.2.25)

These can be considered to be the definitions of @ and a' operators. The defination of wp, motivated
by realisng that doing a Fourier transform on the KG equation gives rise to the equation of the
quantum harmonic oscillator. Now we claim the following commutation relations:

[6(x)d(y)] = [r(x)7(y)] = 0 (3.2.26)

So now we substiture the ¢’s and 7’s into the commutation relations above to obtain the following
commutation relation awell:

lap, al] = (2m)*6®) (p — q) (3.2.27)

The other commutation relation is:

[p(x),m(y)] = i6®) (x —y) (3.2.28)

Once again substitute for ¢’s and 7’s:



[ap, aq) = [a},al] =0 (3.2.29)

Here is the proof:
First we assume the relation 3.2.27 and since we are saying it comes from 3.2.26, let us compute

[¢(x)o(y)] :

3 3., 5 . . . .
[6(x)(y)] = / d(zjfmq?z 2 (lap, al]ePX 1Y o fa], agle”Px+99) (3.2.30)

Now substitute Eq 3.2.27:

Sp 4 . )
0G0 = [ (j;;gﬂ_em«xw R (3.2.31)
This simply gives:
[p(x)(y)] = 6P (x - y) (3.2.32)

Which completes the proof.
The Hamiltonian
Now we can compute the Hamiltonian in terms of ap and af,, initially we have:
H= %/d3(x)7r2 + (Vo)? + m?p? (3.2.33)

substituting the 7 and ¢ operators gives this ugly looking expression:

1 [ PadpdPq, PR, o i
H = S - (ape —ale )
2 (271')3 2 P P
+ 5 P ipaleP ) (iqage T — e )
pWq
m? A . A L
Pp-X —i1p-X 1qQ-X —iq-X
+ 2\/ﬁ(tzpe P* —aLe ) (age"?™ — ale "))

(3.2.35)

To simplfy we can integrate over dz which will give produce delta functions of the form, 6 (p£aq)
which in turn allow us to perform the d®p integral. So after all these calulations one obtains:

1 d3z 1
1 =7 [ (e + 0+ mapay + aloly) + (o +p* + m?)(apa, + afa)

However we know:
2 _ .2 2
wp =P +m
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Therefore the first term in the integral above just goes to zero! and we are left with:

1 Pz
H = i/wwp[apai,—&—ai)ap]

_ [P by + Lm0 3.2.36
= [ Gerlabap + 52750 (0) (3.2.36)
The first line of the equation above shows that the free field is just the sum of an infinite number
of harmonic oscillators (imagine crossing out the integral, we are just left with the Hamiltonian of
a quantum harmonic oscillator in terms of creation and annihilation operators). The second line
is just obtained by using the commutator relation between the creation and annihilation operators
(we get the delta function evaluated at 0 as in this case ¢ = p). Now the delta functiom is evaluated
at zero, so we have a problem as there is an infinite spike inside the integral!

It is easy to see where this infinity is coming from. As stated above we are summing up a number
of harmonic oscillators, however the space is a continium and we are integrating over all of space
so we are integrating over an inifite number of oscillators. . Let us think about the vacuum state
(ground state of the field), suppose we define |0 > as the vacuum state, such that it is killed by the
annihilation operator:
apl0 >=10 (3.2.37)
and this must hold for all annihilation operators (p of them). The energy of the ground state is
given by applying the Hamiltonian operator to it:
H|0 >= Fp|0 > (3.2.38)

For the ground state the term aLap is just zero, so we have:

1
H|0 >= [/ d3p§wp5(3) (0)]]0 > = 000 > (3.2.39)
Here we see that there are infact two infinties, one that is already present in the delta function and
the other that comes from integrating over all of space. The infinity from space being infinitely

large are called infra-red divergences. To deal with this divergence, consider the defination of a
delta function in terms of the limiting case of a box function. Consider a box of size L:

(2m)203)(0) = lim [ d*ze™” (3.2.40)

Note that the factors of 27 are still here simply because of the way I have choosen to define the
Fourier transform. Now if we evaluate this at p = 0 (ground state), then the integral is simply:

d3z = Volume(L?) (3.2.41)

M‘L\N‘h
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So the ground state energy is simply:

Pp w
Ey=V | ——— 3.2.42
) / s (3.2.42)
So the problem is that we are calculating the total energy, which becomes infinite as volume goes
to infinity. What we should be doing is working in terms of an energy density, to get the energy
density we simply divide by the volume:

By dBp w

However this is still infinite as the limit of p is still infinity. This infinity is called UV divergence
(high frequency, or short distance, can be thought of mathematically by remembering that space
is a continium, so as one tries to sum up all the inifinitesimally small space regions, the fourier
transform of that, which happens to be the momentum will diverge).

There are two ways to think about this infinity, firstly we may argue that the theory doesnt work
for arbitrarily large energies (short distances) or we way argue that since in physics we are just
concerned with energy differences, and this infinity is present for every state, this infinity can just
be subtracted from each state and this leaves the theory unchanged. So we simply redefine the
Hamiltonian by subtracting of this infinity (this method is called normal ordering:

H= / (fg?’wpagap (3.2.44)

From this defination, the vacuum enegry is zero (ground state):
H|I0>=0 (3.2.45)
Definition: We write the normal order string of operators ¢1(x1)...¢nX,, with colons either side:
D01 (X1) e DXy (3.2.46)

In particular, the Hamiltonian we chosen could be written as:

d®p
H = / WWPGLGP (3247)
From now all operators will be normal order.
Gravity

Coming back to the point about the infinites, we said that they can be ignored as we only care
about differences in energy. However this cannot possibly be ture as gravity couples directly to the
energy, so the question is, why doesnt gravirty see this infinite amount of energy. One might say
that we only know for sure that QFT works only upto energies of TeV’s (as that is the energy that
the LHC can go upto to test the theory). So surely that means we should have have ground state
energies upto the TeV scale, so the cosmological constant or vacuum energy, should be about the
TeV scale in energy aswell, but its measured value is far from it, ~ 107'2eV. The reason for this
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is unknown even today.
Recovering particles

Using the equation for the Hamiltonian it is easy to show the following commutation relations:

[H,al] = wpal, (3.2.48)
[H,ap] = —wpap (3.2.49)

So by acting on the Hamiltonian with a creation operator one can create an excitations in the field.
If we have a state:

Ip >=all0 > (3.2.50)
The energy of this state is:
Hlp >= wplp > (3.2.51)
Remember:
wi =p* +m? (3.2.52)

But this is just the relativistic energy dispersion relation for a particle of mass m and 3-momentum
p, in Minkowski space. This motivatesus to interpret |p > as the state of a single particles of
momentum p and mass m. Note that up until now m has not been defined as the mass, it was
simply a free parameter. However, quantising the energy and the comparision with relativistic
momentum and mass energy relations, we can define m to be the mass of a quantum particle. To
check this further we can compute its momentum and see if it agrees with that of a particle of mass
m. Recall the classical momentum operator for this theory(derived by considering symmetry and
translational invariance):

Pt = / BT = / dBrpdi¢ (3.2.53)
This can be turned into an operator, such that for KG theory we get:
d*(p)
P = /d?’mrmV(b(x) = / (Qﬂ)gpagap (3.2.54)

So appyling the operator on the state we get:
Plp>=plp > (3.2.55)

Therefore the state |p >, who’s energy is the energy of a relativitic particle and the momentum
is, p, which is the momentum three vector of a relativistic particle, so we can be pretty sure that
this object is a particle. The final thing one can check is the angular momentum of the particle,
more specifically if we measure the angular momentum of a particle with zero momentum, then we
will be getting its rotational angular momentum, i,e. its spin! The angular momentum operator is
given by:

Jh= eijk/d3z(J")ik (3.2.56)
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Appyling this operator on the state which has a particle with zero momentum, say |p = 0 > we
have: _
J'p=0>=0 (3.2.57)

which we interpret as telling us that the particle carries no internal angular momentum. In orther
words, quantisizing a scalar field gives rise to a spin 0 particle.

Fock Space

We can create multi-particle states by acting with many creation operators. So if we operate
on the vaccum with n creation opertors we get a n particle state:

Py -.-P,, >= a;f)l, ...aLn|O > (3.2.58)
Since all the af’s commute, the state of particles is symmetric under particle exchange:

Ip,a>=l|q,p > (3.2.59)

This shows that the particles here are bosons (integer spin particles, hence the spin is zero aswell as
we found in the last section). The full Hilbert space of a theory is spanned by acting on the vacuum
wuth all possible combinations of creation operators, this is called fock space. There is an important
operator that counts the number of particles there, creatively named the number operator:

d3p
— T
N = / on) apap (3.2.60)
Applying this operator gives:
N|py,...p,, >=n|py,..-P,, > (3.2.61)

Another property of this operator is that it commutes with the Hailtonian, so when can know the
energy and the number of particles at the same time. Recalling Ehrenfests theorem, any operator
that commutes with the Hamiltonian gives rise to a conserved quantity, therefore the number of
particles in this case are conserved (just means that this is a very dull theory in which nothing
really happens). This is only true for free field theories, in general this is not true.

Relativistic Normalisation

This comes from the fact that we don’t know whether the theory is Lorentz invariant or not.
Suppose we define the ground state is defined as |0 > and is normalised as < 0|0 >= 1. The
one-particle states |p >= aL\O > (remember acting on a state with a creation operator generates
a particle, since we have acted on using just one creation operator it is a one particle state), this
obeys the following relation:

< pla >= (2m)*s* (p — q) (3.2.62)

The question is, weather, §(3) (p—q) is Lorentz invariant. It turns out that it isn’t Lorentz invariant
as q and p are three vectors as supposed to four vectors (hence time and space will not transform
equally).

32



Now we claim that:

/d?)p (3.2.63)

is Lorentz invariant (Ep = /p? + m?)
Proof

f d*p is Lorentz invariant since it is a four vector. The relativistic dispersion relation for a massive
particle is:
2 2 2
E;=p°+m (3.2.64)

is also Lorentz invariant. So combining all the factors we have the following invariant quantity:

/d4p = 6(py —p> —m?) (3.2.65)
After some thought it can be seen that this integral can be rewritten as:

d3p
il 3.2.66
500 ( )

but py = Ep which shows that our claim was indeed Lorentz invariant. Now we make a second
claim that:

2E,8°(p — q)
is a Lorentz invariant function.

Proof
If we integrate using the result obtained we get:

/dgpxw P (p—q)=1 (3.2.67)
2F, b 2.
And one is Lorentz invariant!

As it turns out we can use this result not just for this example but for everything else. Therefore
the relativistically states are normalised as:

|p >= \/2Ep|Ep > (3.2.68)
The overal of these new normalised states also gives a Lorentz invariant quantity:
< plg >= (2n)*2E,6®) (p — q) (3.2.69)

Notice the change in notations, |p > is only different from |p > in the fact that ot os relativisticaly
normalised in a way that keeps it Lorentz invariant.

3.3 Complex Scalar Fields

One might expect that since the complex scalar field is just made of two scalar fields, we will just
get two different types of particles and that is exactly what we get.
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Consider first the Largangian:
L = 9,3*0Mp — M>p*ep (3.3.1)

For a complex scalar field there is no factpr of % in front of the Lagrangians, as to compute the
equation of motions (from EL equation) we can treat ¢ and ¥* as seperate fields, the equations of

motion are:
0,0") + M*p =0 (3.3.2)

0, 0MY* + M*Y* =0 (3.3.3)

We want to quantize the Langrangian in the same way we quantised the real scalar fields. So
we expand the complex field operator (reminder: As I stressed before, fields are operator valued
functions) in some Fourier basis:

d3p 1 1p-xX —ip-X
¢($):/W\/E(bp€p +CI,€ px) (3.3.4)

and

d3p 1 —ip'x ip-X
¢T:/7 (ble™ P 4 cpe™PX) (3.3.5)

@) /2B,
Now recall the classical conjugate momenta:
_ oL _
o

This can be written as a quantum operator valued field as:

3
T= / (ZWY)”?’ (i)E (ble P> — cpe™™) (3.3.7)

d3p E .
T Y e o x _ i _ip-
v _/(277)3( i) 5 (bpeP™ — cLeP™) (3.3.8)
Here we have defined the new operators b and ¢, they are no the same as the a’s in the real
field, however individually they are creation and annihilation operators.The commutation relations
between these fields are:

U (3.3.6)

™

[V (x), 7(y)] = 0 (x — )

[¥(x), 7' (y)] =0
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[bp. bl] = (2m)*6@) (p — q)

[cp), cl] = (2m)%6®) (p — q)

[bp; ba] = 0
[cp: cal =0
[bp; ca] = 0
[bp, ¢q) = 0 (3.3.9)

We get two particles of mass M and spin zero (as the fields, when separated, is just a scalar field
like the one in the previous section) by applying the creation operator c;f,. The theory also has a
conserved charge given by Noether’s theorem:

d3
Q= / (27:))3 (chep — bLbp) (3.3.10)

Look at this carefully this is just the Number operator and it simply gives N. — N,, that is, the
number of particles of type ¢ minus the number of particles of type b. In this case the number of
particles does not change as N, commutes with the Hamiltonian and so does N, (as this is just two
fields as supposed to 1 field as was in the last section). However when we talk about interacting
fields the individual particle numbers will not be conserved. But the value of N, — N, is always
conserved (as long as the symmetry is maintained. Recall the symmetry was:

P = e (3.3.11)

So now we have two particles that have the same mass and are conserved in total, hence we can
call of the conserved charges a particle and the other an antiparticle! This gives the result that
we have always know, the particles and antiparticles are conserved. For real scalar fields we only
got one particle and therefore the particle is said to be its own antiparticle. Typically in QFT at
relativistic energies there is no way to have the number of particles conserved (this was one of the
reasons for developing QFT as stated in the introduction).

3.4 Heisenberg Picture and KG field in space-time

In the last part we switched from the Lagrangian formalism to the Hamiltonian formalism and then
in Schroedinger theory we solved the Hamiltonian and interpreted the resulting theory in terms of
relativistic particles.

In quantisation of the field we introduced a preffered time coordinate, t. It is not at all obvi-

ous that now the theory is still Lorentz invariant after quantisation as the field operator ¢(x) only
depends on position and not on time, so space and time are not on the same footing. The state on
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the other hand does not depend on space (it is simply defined at every point in space) and it varies
in time according to the Schroedinger equation:

i% — Hip(t) > (3.4.1)

where the state is given by: .
Ip(t) >= e "Frl|p > (3.4.2)

However the equality between space and time can resolved by going from the Schroedinger picture
to the Heisenberg picture. At the moment, the operator ¢(z) depends on space only. We can
rewrite it in the Heisenberg picture as:

Op(t) = e'te e ! (3.4.3)

The new notation is; Oy is the operator in the Schroedinger picture and © g is the operator in the
Heisenberg picture. We also have the relation:

dOy

- = ilH,0p] (3.4.4)

This is the equation of motion in the Heisenberg picture. In general we will specify which picture one
is working in by ¢(x), meaning Schroedinger picture and ¢(x,t) meaning the Heisenberg picture.
Since the operator in the two pictures agree at a fixed time, say at t = 0 , the commutation relations
become equal to each other at this point:

[(b(xv t), oy, t)] =0
[W(X’ t)a W(y, t)] =0

[b(x, ), m(y, )] = i6@ (x - y) (3.4.5)
Since the operator is time dependent, we can study how it evolves in time. First consider:

6= ilH.0) = 51 [ dyr) + Vol + mos)*, o(a)]

=i / By (y)(~i)5® (y — x) = 7(z) (3.4.6)

Meanwhile the equation of motion for 7 reads:

i =ilH,w) = 51 [ dyr) Vo) + m*6()?, w(a) (3.47)

This euqation can be seperated out by using the commutation relations involving the operators,
3.4.5:

1

5 [ EUT W@ To) + Vo)V, 6(0),w()) + 2imPo)sx—y)  (343)

Integrating by parts gives:
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= —( / Fy(V (x — y)V,6(y)) — m?6(z)) = V26— m? (3.4.9)

Combining with we get:
0,0"¢ +m?¢p =0 (3.4.10)

Which is just the KG equation (remember ¢ is not a wavefunction here). We want the mode
(Fourier) expansion for ¢(x,t) in the Heisenberg picture, for which we need the following relations
involving the creation and annihilation operators:

eftape "t = ¢=ibrlq (3.4.11)
ethaLeﬂ'Ht = eiEptaI, (3.4.12)
These follow from the commutation relations:

[H,ap] = —Epap

[H,al] = —Epal, (3.4.13)
Therefore we get:
d3p 1 —ipx t ipx
P(z)] = WW(ape +aje’") (3.4.14)
p

New notation denotes Heisenberg picture:

o(x) = d(x,1)

This is similar to the expression for ¢(z) in the Schroedinger picturem except that the exponents
have a sign change. This comes about due to the minkowski metric contraction and we have a
momentum four vector now (it was a 3 vector in the Schroedinger equation), now we should have
Lorentz invariance in the theory:

pr=FE;gt—p-x (3.4.15)

When we work in the Schroedinger picture we are working with operators that are independent of
time, the Heisenberg picture includes the time dependence. So the question is, how do the commu-
tation relations change in the Heisenberg picture. We have seen in Eq 3.4.5 that the commutation
relations are the same at a fixed point (as expected), but what about at an arbitrary space-time
seperation.

To examine this, first imagine space-time diagram with an operator, ©; at the origin (¢ = 0
line), now if O (another operator) was on the same line (i.e t = 0), then we expect the operators
to commute. Now suppose the second operator was not on the ¢ = 0 line but at some arbitrary
space-time point that lies outside the light cone of the first operator. But for a different observer,
it is possible that both the operators are on the ¢ = 0 line (or any line of constant time). Since
we expect all the phsysics to be the same in any reference frame, it had better be that ©; and O,
commuted at every poisition in space-time:
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[©1(2),02(y)] =0 (3.4.16)

for any space-time seperation (x and y represent arbitrary space time coordinates). This is another
statement of causality, saying that any measurement made by ©y (outside the light cone) cannot
affect any measurement made inside the light cone where 07 is. To check weather this is true, let’s
define:

Az —y) = [¢(z), d(y)] (3.4.17)
The R.H.S is: 5
[¢(2), d(y)] = / g;;;mlgp(ep'@w — e (@-v)) (3.4.18)
Therefore: 2 . |
A=) = [ G agy T - ) (3.4.19)

Things to note about this relation:

e The R.H.S will integrate to give a c-number function, that means just an integer! (this is
because it is normalised with the factor of Ey

e It is Lorentz invariant as we have a four vector in the exponent (not a three vector! and the
fact that the integral is just a number)

It doesn’t vanish for time-like seperated events:

This gives:
[6(x,0), p(x,1)] = (e~ — ei™t) (3.4.21)

e It vanishes for space-like seperations. As p is simply an integration variable and we know
that A(z —y) = 0 for equal times so we can flip the sign of p.
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4 Propagators

4.1 Intoduction to propagators

The final section here is going to be on another important concept of operators. Consider the
following question:
We disturb the field at point y and ask what is the amplitude:

< 0[¢(x)e(y)[0 > (4.1.1)

This is basicly a statement of measuring the field at point y and x, and then finding the amplitude
for the ground state. To computis we plug in the mode expansions:

d>pd3p’ 1
(2m)° \JAE,E,

To be clear about the integral, it has ap and a;f) terms. However a|0 >= 0 and < 0|a’ = 0, so we

< O\apa;f)|0 > Pty (4.1.2)

<mwwmwm>=/

are only left with the |apaI,| term. To compute this expression we commute ap,al, which gives a
delta function, over which we can integrate over to give:

Bp 1

_— eple—y) = —
Gn)? 2Epe =D(z—vy) (4.1.3)

<mmwawm>:/

e D(x-y) is the propagator, it depends only on the difference beween x and y, which is a four-
vector difference.

e So for space like seperation, (x — y)? < 0, this integral does not vanish:

D(x —y) ~ e P! (4.1.4)

So it can be shown that it is just an exponential decay, but not zero outside the light con. It can be
thought of as the field leaks outside the light cone (almost analgous to the phenomena of tunneling
and a particle looking througha potential). I must stress that this does not violate causality, because
we are not talking about a measurement here. In fact we have previously shown that the space-time
measurement commutes and the theory does not violate causality. The commutator relation can
be written as:

[¢(x),¢(y)] = D(z —y) = D(y —x) =0 (4.1.5)

Four space-like seperations but not for time like seperations. So to put everything we have dsicussed
so far in words, we can think of ¢(y) representing a particle being made at y and ¢(z) represnting
a particle being detected at x. Therefore D(z — y) represents the particle travelling from y — =
and D(y — x) represents another particle with the same mass travelling in the opposite direction.
This is therefore called the anti-particle. Therefore the Amplitude of one particle travelling in one
direction, is exactly canceled by the amplitude the other particle travelling in the opposite direc-
tion, hence there is no probabilty that a particle is found outside the light cone (and causality is
preserved).
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4.2 Feynmann propagator

The important quantity for the interacting theories is the Feynmann propagator, defined as:

Vr(z —y) =< 0|T¢(x)d(y)|0 >= D(z — y),2° > y°

Ve(z—y) =< 0|T¢(z)d(y)|0 >= D(y — x),2° < ¢° (4.2.1)

Here T stands for a function called time ordering, basicly it orders operators evaluated at later
times towards the left and the operators evaluated at earlier times to the right. Now we claim:

The Feynman propagator can be written as a 4-momentum integral:

d*p i .
Ap(z—y)= | ———— e @Y 4.2.2
F( y) / (271_)4 pg —m2 ( )
For the first time, so far, pg is not a fixed term, until now everything we called pg has been equal to
E, = \/p? + m?, the relativistic energy, but now we shall integrate over all values of py (it appears
in the p’s in the equation above which are the four-momentum vector). The problem you might
notice is that the integral here is not well defined. For a fixed p (3 momentum), if we integrate
over pg, at some point the term, m will diverge.
This singularity is sometimes called a pole and it occurs when py = 4+/p? +m2. So we need
a method to make this a well defined integral. To do this we will integrate along the contour in
which pg is along the vertical imaginary axis. We define the integral by the contour which has pg

on an imaginary axis perperndicular to the real axis (look at figure on top of page 31 of Schroeder
and Peskin).

The integral we are trying to compute is just the real axis of py. There are two points over
which I can run into singularities on the real axis and they are the point where py = —E and when
po = Ep. The idea now is to go along the real axis and dip below the —Fy pole and go above the
Ep pole and then finish off the integral.

To understand Contour integrals'® I find it easiest to think about them in terms of vector cal-
culus, where we integrate over different loops and surfaces. This is just the same concept, if we just
ignore the fact that the axis is not complex just the same axis in a plane, we are simply integrating
over a different path.

Residue/Cauchy’s theorem

Consider a function f(z), that depends on a complex number 2. It is an anlaytic function for
all z expcept at a few singular points. Let I" be a closed anti-clockwise contour in a given space,
the integral of the contour is the sum of the residues inside the contour:

jQ{T =27 Z Residues (4.2.3)

15This is the first time I have come across contour integrals
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Where the integral is over the contour in an anticlockwise direction, residues are singularites. To
define them correctly, first we consider the Laurent expansion of the function f(z):

C1 C2

fR)=> (z—z)"+ + + ... (4.2.4)
0

z—z0 (2—20)

for 0 < |z — 29| < R, the radius of convergence. The coefficient, ¢1, is defined as the residue.

Now we can finally return to proving the claim that was made about writing the Feynmann prop-
agator as an integral. Firstly we write:

1 1 1
TR T OB (0 Be) (0 By (4.25)

P2
So going back to the contour integral in the complex plane, we want to integrate from before —E
pole and after E}, pole (look at the diagram in Peskin and Scroeder as given above). But we know
that if we can some how get a closed loop to integrate over then we can just use Cauchy’s theorem
to just add up the residues inside the contour. So we choose a contour that either goes all the way
to —oo or all the way to +o00, and the contour is chosen in such a way that it adds zero to the
integral (because we cant just change the integral!). To remind you, the integral we are trying to
evaluate is in Eq 4.2.2.

and we are doing the integral over pg. First lets look at the point when xy > yo, we close the
contour in the lower-half plane, pg — iocc therefore the exponential term becomes:

e o=y 4 om0 (4.2.6)

therefore it adds zero integral, as we required. So now the integral over p is:

d3p =2 . —1i 20 —y%) ip(x—
AF(x—y):/(QW)4 2E, ie " Ep( =y gip(x—y) (4.2.7)

Now we can flip the sign of p which is valid since we integrate over d®p and all other quantities
depend only on p? , so we get:

/ i L i) = D(z —vy) (4.2.8)
(2m)3 2E, o
Which is indeed the Feynmann propagator, so we have proved the claim we made in Eq 4.2.2. A
similar method can be applied when 3° > 2°. This time we close the contour in the anti-clockwise
direction in the upper half of the plane to counter the change in sign of the exponent, and following
the same method we get the following equation:

Ap(r—y)=D(y—x), y° >z’ (4.2.9)

Once again we reproduce the Feynmann operator, in this case for a particle going from z to y.
Instead of worrying about defining what contour is being chosen, a new notation is generally im-
plemented. The Feynmann propagator is generally written as (including in most text books like
Peskin and Schroeder):
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d*p e~ w(@-v)
Alx —y) = 4.2.1
(@=y) / (2m)% p? — m? + ie ( 0)

X
Here € > 0, and is an infinitesimal. This basicly shows that the poles are slightly of the real axis
and has the same effect as contour integration. This is called the ”‘ie prescription”’.

Another way to think about the Feynmann propagator is that it is a green function of the KG
operator:

2 2 2 d'p i 2 2) o= ip- (=)

(d; = V7 +m ) Ap(x —y) = W}m(—p +m*)e

d*p

(2m)*

(d? = V? + m?)Ap(z —y) = —idW (x — y) (4.2.11)

We didn’t use the contour integral here; we could have taken different contours in getting to here
by going over both poles (known as retarded contour) or below them (advanced contour). When
we take the contour that goes above both poles , we get a retarded Green function. This green
function representation is useful when we are applying an operator to an unknown function nut the
result of applying the operator is know; so we can simply integrate the operator over the known
function to obtain the unkown function.

—ip-(z—y)

(@ =V +m?)Ap(e —y) = —i/
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4.3 Chapter 2, Peskin and Schroeder Problems
Problem 2.1

Eletromagnetism properties:

Action:
S = / 4~ FE )

4
F = 0,4, — 0,A, (4.3.1)

Now we want to derive Maxwell’s equations. These are just the quations of motion that come from
the EL equationa, the dynamical variable is A, (). I will follow the procedure that I have stated
in the very beginning of section 2.2 here, so first we compute:

0F,,

= 06,08 — 6,67, 4.3.2
(9 Ay) ( )

OF,,0Ax =0 (4.3.3)

For clarity on how the derivatives transform according to the indicies look in the notation section.
Now applying Eq 4.3.2 we have:

9
D(0rAr)

Now we substitute into EL to obtain the equation of motion for the field:

(F,, FH) = 4F* (4.3.4)

L L
3(6 0

_ —_ 1214
Wy~ aa = OF (4.3.5)

This shows how the EM field propagates in free space and is therefore equivalent to Maxwell’s
equation. To obtain the classical Maxwell equations we can rewrite Eq 4.3.1 as (this is known as
the Bianchi Identity):

a)\F/_w + a,uFu)\ + aDF[L)\ =0 (436)
If take the electric field to be: , 4
E'=-FY"=E (4.3.7)
and the magentic field is: - -
¢€i*pk = _F =B (4.3.8)

Eq 4.3.6 gives the following two Mawell equations:

d'B'=0

kBt — 9Bt =0 (4.3.9)

and the equations of motion give the following relations:
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IE =0
P ER =0 (4.3.10)
Together these comprise to give the full set of Maxwell’s equations in free space with no sources.

Now we want to construct the energy-momentum tensor for this theory. We use Noethers the-
orem for this, (section 2.1). The energy momentum tensor is a conserved current, therefore obeys:

0,T'=0 (4.3.11)
Applying Noethers theorem we have:
~ oL
T = ———— 90" A\ — "L 4.3.12
90, Ay) " AT (4.3.12)
But we know that the Lagrangian for an EM field is:
1
L= jFMF“c (4.3.13)

So we can rewrite the energy-momentum tensor as:
~ 1
TH = —FP9¥ Ay + Zn”“F,\kF”“ (4.3.14)

Clearly this is not a symmetric tensor, so now we add a term 9y K*** (this is discussed in the
section Application of Noethers theorem above):

KM = _ gAY (4.3.15)
So now the energy-momentum tensor is:
- 1
TH = TW) 4 9\ KMV = PRV EY 4 zn“”F,\kF”“ (4.3.16)

This is also called the Belinfante tensor, it can be rewritten as:

1 .. y
T = §(E1El + B'B") (4.3.17)

Which is equivalent to :

1
€= 5(E2 + B?) (4.3.18)
T = 9k pig* (4.3.19)
which is equivalent to:

S=ExB (4.3.20)
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5 Interacting Theories

So far we have only studies free field theories, which are basicly theories that have a Lagrangian
that is quadratic in terms of the fields and its derivatives. This leads to equations of motion that
are linear in the fields, these equations can be solved exactly, which lead to multi-particle states
with fixed momenta and mass.

5.1 Introduction to interactions

To introduce interactions we can add higher order terms to the Lagrangian, like ¢*, this leads to
interactions between particles. In general, higher order terms can be introduced into a Lagrangian
as follows:

1 1 A
L = 50,00"¢ — §m2¢2 = ni!%z)” (5.1.1)
n=3
These A, are called coupling constants, so when we say we want small perturbations, it means
something like saying the coupling constants are small. To explore exactly what small perturba-
tions are we do some dimensional analysis:

[S] = 0 since S has dimensions of 7 which we have set to 1, which is just a pure number. But the
action is the integral over all space of the Lagrangian density:

S = /d4xL (5.1.2)

Since d*z has dimensions of —4 and S has dimensions of 0, the Lagrangian density must naturally
have units of 4. Therefore, [0,] = 1. Therefore comparing to the Lagrangian above, the dimensions
of ¢ must be 1 and m must be 1 (as expected from E = mc? and ¢ = 1). So for L = 4, \,, must have
units of 4 — n. Now there is a problem, we can’t simply say that lets make A, small, i.e A, << 1
since A, is not just a pure number. So to make it small, the A, has to be given in relation to
another quantity with the same dimensions (it will become more clear as we discuss some examples
next):

[A3] = 1 has dimensions on mass. So we want to make, ’\—EE’ small. The real requirement is that the
new pertubation function is small compared to the first two terms. This type of coupling is known
as relevant.

A‘fjﬂ, [A4] = 0, therefore for this case the coupling constant is just a number and can be made
arbitrarily small. These type of perturbations are called marginal perturbations.

’\”;L‘f’n, [An] < 0, in this case the coupling constant has units of negative mass, so it is small for

low energies and high for high energies and is therefore known as the irrelevant perturbations.

These are all weakly interacting perturbations that we are dealing with now, however alot of in-
teresting physics goes happens when we have strongly interacting systems (the extra perturbation
terms added to the Lagrangian are of the same order of magnitude as the first two terms), an
example is the fractional quantum hall effect.
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5.2 Interaction picture

This is a usefull trick to deal with small perturbations. We know that in the Schroedinger picture,
it is the states that evolve in time:

dlys >
dt
Here we have choosen s to denote that we working in the Schroedinger picture. While the operators
O, are independent of time. The Heisenberg picture is the opposite, states are fixed in time and
operators evolve. The interaction picture is a hybrid of the two:

= Hly, > (5.2.1)

H = Hy+ H;p: (522)

In the Lagrangian, Hy is the free field Hamiltonian that we have solved already and H;,; consists
of the interaction pieces. The time dependence of the operator is governed by Hy, which means
without the H;,; we will just be in the Hiesenberg picture. We define:

1 (t) >= e[y (t) > (5.2.3)

0;(t) = et e tHot (5.2.4)

The I index corresponds to the interaction picture:
Hy = (H;nt)s (5.2.5)
This is the interaction part of the interaction picture:
H; = ot (H;nt) e~ Hot (5.2.6)
Noe the SE in the Schroedinger picture is just:
d|yps >

i = Hlps > 5.2.7
L (527)
Now substiture equations defined above into the [, >:
dls > d iy
== zﬁ(e [ >1) (5.2.8)
Now it is easily shown that:
Adyr >
i W;i = H;(t)[y; > (5.2.9)

This is the SE in the iteraction picture and it is solved by Dyson’s formula:

[(t)r >= Ut to) [ (to)r > (5.2.10)

So we have the time evolution operator in the interaction picture. The relations involving the
unitary time operator U (¢, ) are:

Ulty,t2)U(ta,t3) = U(t1,13)
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Ut,t) =1 (5.2.11)
Substituting |4 (¢)s > in the Schroedinger equation:

i = Hi(OU (5.2.12)

The question now is, how do we solve an equation that involves just operators (they are all matrices).
If U and H were functions, we could solve this by:

Ult, tg) = ea:p(—i/ot H(t)dt") (5.2.13)

This will not work for our problem, as we have operators that are represented by matrices. Another
thing is that the operators are generally non-commutive:

[Hr(t),Hi(t")] =0,t #¢ (5.2.14)

Since % fot H;(t')dt' is a matrix, it doesnt make sense to raise it to a power. The way we deal with
this is, expanding the exponential by a Taylor expansion, just to remind you of the Taylor expansion
for a general function, f(z), expanded about a point, a:

f(z) = fla)+ @(x —a)+ fT('a)(x —a)’ + fTsa)(:r —a)® + ... (5.2.15)
Now we expand the exponential around 0:
t
Ult,tg) =1+ [—z’/ H(t"dt'| + ... (5.2.16)
0

The problem arises when we have H’s in the quadratic term of the expansion as typically they are
evaluated at different time and do not commute. The best way to solve 5.2.12 is to first state the
solution and then prove it.

Claim: The correct solution is given by Dyson’s formula:

Ul(t,to) = Tez:p(i/ot H(t)dt") (5.2.17)

This T we have seen before and it is just the time ordering operator (operators evaluated at later
times are moved to the left). This means:

t t t
Ult,tg) =1—1 H,(t’)dt’+(—z‘)2/ dt’/ dt"Hp(t"\H(t") + .. (5.2.18)
to to to

Proof: Under the T operator, everything commutes, as the T operator just reorders everything!
Therefore:

i%Tea?p(—i /to dt’HI(t/)) = T[H;(t)exp(—i /to dt/HI(t/))
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The H;(t) is clearly going to be evaluated at the latest time, so it can be moved outside the integral,
which completes the proof:

t

i%Texp(—i /to dt'Hr(t')) = Hj(t)Texp(—i/tOl dt' Hy(t')) (5.2.19)

In general time order integrals are very difficult to evaluate and are therefore very rarely used.

5.3 Introduction to Scattering

Firstly we choose a theory in which we shall examine scattering. The furst theory we shall use is
scalar - Yukawa theory. Two feilds make up the Lagrangian:

L= 50,600 + 0,0 — Tm?¢? — M2y (5.3.1

¢ is the real field

1 is the complex field

m is the mass of the particle that comes from the quantisation of the scalar field that is real
M is the mass of the particle arising from the quantisation of the complex field.

Now we shall add a term that makes the particles from ¢ interact with particles from v, the
term is:

— g¥Tg

So the Lagrangian becomes:

L= 50,600 + 0,0 — m? — M1 — gyl (532)

Notice that according to the perturbation terms that were described previously this additional term
is a relevent perturbation (it has units of m). So to make this term small, g has to be smaller than a
particular energy scale. We take g << % to ensure that we have a weakly interacting theory. This
means our Hamiltonian will now have a Hy which will be the first four terms of the Lagrangian
above (they will be the free terms, corresponding to the usual free field picture). The last term will
be, what we called the interaction term:

Hint = 9¢T¢¢ (533)
The sign change is simply due to the change from a Lagrangian (T-V) to the Hamiltonian (T+V).
We just saw in Dyson’s formula, that if we have a state, the time evolutiom of that state, is given by
acting on the state by the exponential (of H;,;). The expanision of the unitary operator shows that
the particle number is not conserved as, ¢ ~ a+af, this can create and destroy ¢ particles (mesons).

1 ~ bdc', this can destroy 9 particles (b operator) and create 1 particles (ct), wecallthesenucleons.

YT ~ bl + ¢, so it can create nucleons through b and destroy anti-nucleons through.
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So we see that the number of mesons will not be conserved, but N, (Number of particles created
by ¢) - Np(Number of particles created by b), is always conserved. At first-order in perturbation
theory we have:

g ~ cfbla
¢ comes from v, b' comes from ¥ and a comes from ¢. There are eight terms in total for the
first order perturbation, however the rest of the terms give zero terms, so can be ignored. This
particular operator will kill the meson (a) and create a nucleon (c') and an anti-nucleon (b'), (makes
an nucleon, anti-nucleon pair). At second order in perturbation theory (so the taylor expansion of
the exponential is expanded out to the quadradtic term) we get terms like:

(c'bTa)(cbal)

This gives ¥ +1)' — ¢ — +1’ scattering. This is because (cba') kills a nucleon and an anti-nucleon
and creates a meson, and (c'bfa) creates a nucleon and an anti-nucleon and kills a meson.

To summarise the perturbation effects:

e The interaction Hamiltonian, becomes the time evolution operator

e Then we expand out this operator using the Taylor expansion, so get a terms like: 1+ H +
H? 4 ...

e Each of these terms causes interactions.

What we want to do is compute the amplitude and the probability of these scattering events ac-
tually happening. Suppose we have a state that consists of a 1 particle and an 1& particle and 1
throw them towards each other at a given momentum and I want to know, what is the probability
that they come at with a different momentum, and in particular what is the probability that they
come out with different momentum by first annihilating into a meson and then being re-emitted.

Alternatively I could have a meson and I want to know the quantum amplitude, that it will disap-
pear and turn into a nucleon-antinucleon pair, or better still, I want to know the Half-life of the
meson. To calculate amplitudes for these processes, we first need an important (and slightly dodgy)
assumptions. The assumption is; The initial and final state look like non-interacting particles. This
means that the initial state |¢ > at ¢ — —oo and the final state |f > at t — 400 are eigenstates of Hy.

It seems very hard to deal with bound states, for example; if initially I have an electron and a
proton and I bring them close together. Suppose they combine and form a hydrogen atom, then at
any time in the future they are certainly not non-interacting!

A much more worrying issue is the fact that in QFT no particles are ever isolated, instead they are
surrounded by a cloud of virtual particles. This problem is dealt with renormalisation, so for now
we accept this assumption and move forward.
The amplitude is given by:

< flU(t4,t2)|i >=< f|S]i > (5.3.4)
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The operator U(t4,t_) is called the unitary operator and is defined as the S-matrix (S stands for
scattering)

Meson Decay

We are going to compute the amplitude for a meson in the initial state to decay into two nu-
cleons in the final state.

Initial state:
i >= \/2Epal|0 > (5.3.5)

Final state:
|f >= /4Eq1 Eq2bl ;1 cl|0 > (5.3.6)

So I create a single nucleon and an anti-nucleon with momentum q; and q,. We are trying to
compute:
< f|S|i > (5.3.7)

This is the amplitude for a meson to decay into two nucleons.

Finally, we replace S with the exponential term that comes from the interaction of the Hamiltonian.
The expansion of the exponential, firstly gives a 1, but this has no amplitude since < f|i >= 0 as
the initial and final states have no overlap (by the assumption we made). The terms we are going
to be interested in are the ones after the first term, the seconde term in the exapnsion is ~ 1 ¢:

< f18li = —ig < 11 [ @tovl @)oo > (5.3.8)

The interaction Hamiltonian is infact:
[ i@t @olz) (5:3.9)

The reason we have a d*x is because we are dealing with the S matrix, which is evaluated over time,
from ¢ — —oo0 to t — +00. There will be other terms in the exrpression for the S matrix, but they
will all be smaller in g, so we will just ignore the other terms. Now we use the mode expansions of
¥’s and @’s to try and evluate this expression. Firstly substitute for ¢ and the state |i >:

3k +/2F ,
< fIS|i >= —ig < f|/d4x1/)T(x)1/)(x)/%Tiakalﬁmﬂo > (5.3.10)

Now if we commute ay, a}; we get 0 (3)(p —k) and then we integrate over the delta function to give:

< f|S]i >= —ig < f|/d4xwf(x)w(x)e*ip'>‘|o > (5.3.11)

Now we expand out ¢ and 9f. To get non-zero overlap with < f|, only the b' and ¢! contribute as
b0 >= 9T and |0 >= 1, so we have:

d*zd3k,d3ks |Eq E .
2
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The cq, and bq, terms can be ignored as they act on [0 > to annihilate them. So we are left with:

A3k d3k 1 ,

< fIS)i >= —ig < f|/d4 / ! r 2 ck bL eilkitke=p)z|g > (5.3.12)
2Ek2k1 L2

Now we substitute for jf— which gives delta functions, as we had above, and we integrate over them

to give:

< fIS)i >= —ig < 0| /d“:cei(qﬁqz—")ﬂo > (5.3.13)
Computing this final integral we get our final expression:
< fI8)i >= —ig(2m)*6W (q1 + ¢2 — p) (5.3.14)

Here k; and ko have become ¢’s because the < f| function gave a delta function, which was inte-
grated over k’s to pick out the ¢’s. This is the first, non-trivial thing we have calculated in QFT,
and its the ampiltude of a meson to decay into a nucleon and an anti-nucleon and we see that it is
proportional to g which is the coupling constant for this particular decay.

This is the amplitude for a meson of momentum p, to decay into two nucleons with momenta
q1 and go. The delta function is basicly showing that the initial momentum is equal to the final
momentum (q; + ¢2), otherwise the amplitude is 0, therefore it is a statement of conservation of
momentum.

5.4 Wick’s Theorem

Recall that the unitary operator, that gives the time evolution, is the time ordered exponential:
U = Texp(—i / d*zHp(x)) (5.4.1)

of the interaction Hamiltonian in the interaction picture, this comes from Dyson’s formula (the
solution to the SE in the interaction picture). We generally need to compute things like:

The final state < f|, multiplied by a a product of many Hamiltonians multiplied together, acting on
an initial state, |¢ > (integrated over all z’s). Each of the interaction Hamiltonians contains some
fields, we then expand these fields in a mode expansion in terms of the creation and annihilation
operators, and then we hope that a bunch of these product terms are going to vanish bt annihilating
the initial states.

We saw this in the meson decay, when we expanded in terms of a’s, b’s, c¢’s opertaors, we could
have eight different terms in the first order expansion, but only one of them was relevant (the rest
would simply annihilate the initial states). But that example was a simple theory, in general there
can be many annihilation and creation operators in the product of the interaction Hamiltonian and
one will have to move them through all the other operators to the right. So what we get is a bunch
of delta functions along the way, to finally reach the initial state.

o1



What we would like to do, is come up with some formal way that computes the trivial way of
going through the calculation. Something like a an algorithm. We want all the annihilation oper-
ators to be towards the initial state and all the creation operators towards the final state. In any
calculation we’d like to rewrite the time ordered operator as a normal ordered operator, where all
the annihilation operators are to the right.

Example: Real scalar field

Field is ¢(x), which can be written as:

$(x) = ¢"(2) + ¢~ (2) (5.4.3)
Here the ¢’s are defined to be:
d? 1 ;
¢t (z) = / (27:/))3 5% ape P (5.4.4)
P
d? 1 -
¢ (v) = / ﬁ \/ﬁagew'z (5.4.5)
P

These are simply the mode expansions that we have used over and over again, they are simply
redefined in terms of 1 and ¢~. The p and z in the exponent are four vectors (as we are in the
Heisenberg picture, free field theory, which is the same as the interaction picture without the H;,+
term). Look at time ordered operator:

TH(2)9(y) = d(2)d(y),z° > 1° (5.4.6)

P(2)¢(y) = (¢ (x) + ¢~ (2))(¢T (y) + ¢~ (v)) (5.4.7)
Multiplying the terms out:
$(2)e(y) = ¢ (2)9™ (y) + ¢~ (2)¢™ (y) + ¢ (2)™ (y) + ¢~ (2)¢™ (y) (5.4.8)

But as I stated above, we want to get this normal ordered, which can be done by changing around
the third term (as the fourth term cant be normal ordered since it has no annihilation operators
and the first two are already normal ordered), but to swap the field terms we have to introduce a
commutator aswell:

d(2)(y) = 6 (2)9" (y) + ¢~ (2)¢™ (y) + ¢~ (¥)d" () + [T (2). ¢~ (Y] + ¢~ (2)¢™(y)  (5.4.9)
Now there is a clear difference between a time ordered product and the normal ordered product:
To(z)(y) =: d(2)d(y) : +[¢"(2), 6™ (y)] (5.4.10)

The commutator is given by the familiar expression:

3
6" @0 ) = [ (;j;,zépe—w—y><5.4.n>
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Which is what we meet previously; and it is a propagator D(z —v). Similarly when 3° > 20 we get:

To(x)p(y) =: d(z)phi(y) : +D(y — x) (5.4.12)

D(z —y) and D(y — x) were previously defined as the Feynmann propagators. In general:

To(x)p(y) =: ¢(x)¢(y) : +Ap(z —y) (5.4.13)
4 Z‘eik(xfy)
Ap(z—y) = / (;TI; o (5.4.14)

Now we define a contraction, of a pair of fields, in a string of operators:

—_——~—
e 01(2).p(22) ... (5.4.15)
to mean replacing the operators with the Feynmann propagator:
—_——
d(x1)p(r2) = Ap(xr — x2) (5.4.16)

For a complex scalar fields we have:

—_———

¢(x)¢' (y) = Ap(z —y) (5.4.17)
——  ——
$(2)d(y) = ¥ (2)9T(y) = 0 (5.4.18)

The contraction should be thought of as the difference between the normal ordered product and
the time ordered product.

Wicks theorem statement

For any collection of fields we define:

b1 = ¢(x1)

$2 = P(z2)

Wick’s theorem tells us what the difference between a time ordered product of fields and normal
ordered product of fields:

T(P1, .- 0n) =: @1...02 : + : all possible contractions : (5.4.19)

Example: Take a field evaluated at four different points

PN PN PN
T(p102¢304) =: Q1020304 : + D102 = P23 1 + P13 P2y : + P1d4 = 203 : + 3 similar terms

PN M N NN
+ Q192 P304 + G103 P2ds + D104 P23
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These are not operators becuase everything ii contracted (which just gives the Feynmann prop-
agator, which is just a number). The proof for Wicks theorem can be seen from the fact that we
should it works for the case of n = 2 and then the rest of the proof follows from induction.

Scattering of Nucleons, ¥ + ¥ — ¥ + ¢

I have an initial state |¢ >, which consists of two nucleons, which have momenta p;,py, so we

define:
i >=\/4Ep, Ep,bl, bl, [0 >= [p1,ps > (5.4.20)

And a final state, |f >, which also has two nucleons with momenta p} and p}, :

If >= /4Ep,lEp,2bL,lbL,2|o >= |pl,ph > (5.4.21)

We want the probability for the initial state to turn into the final state. If the momentum does not
change, i.e, p; = p} and ps = p, it simply means the particles havent dont anything!, since we are
not interested in the situation in which nothing happens we are only interested in the S — 1 matrix
( as supposed to the S-matrix). The S-1 matrix can be understood as follows:

The S matrix includes terms of the Taylor expansion of the unitary operator, the first term is just
1, which gives reaction in which nothing happens! (final state is the same as the intial state) so the
S-1 matrix is the same expansion but without the 1 term.

Now, the first order term is simply Hy and this will not turn the initial state into the final state,

as a single H always has a single creation and annihilation operator for a meson, but neither of our

states has mesons, so it will just kill it. So it is the second order term in the expansion that we use:
(—ig)®

Now we use Wicks theorem, which states that the time ordered part, is equal to the normal ordered
part plus all possible normal ordered contractions.'® We look for terms in Wicks theorem, in which
the ¢ terms contract (as the ¢ terms remove mesons and there are no mesons in this state):

—_——N—

: 7/)T(501)1/1(I1)¢T(1172)7/1(I2) co(x1)p(w2) (5.4.23)

So we have:

< Pipb| YT (21)Y (21)Y T (z2) P (22) : [P1p2 > (5.4.24)

Multiplied by the contraction, whcih we can put in at the end. Now if we plug in the mode
expansions of the fields and get them to cancel with the creation and annihilation operators from
the initial and final states we get the following:

(eip'1~:v1+ip’2~zz +eip’l-xg—&-ip;wl)(e—ipl-rl—ipgmz +e—ip1~zz—ip2'zl) (5425)

16Remember we are working in the interaction theory: Hy = g¢fvo.
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This can be multiplied out to give four terms, which are extremely long and trivial so I shall just call
the E terms. So the overall amplitude is give by the integral over these E terms and the contraction,
which is just the Feynmann propagator:

d4k ieik(l’lf‘rg)

(2m)* k2 — m? + ie
Now the E terms are exactly the same under the integral as x; and xo are under the footing, so
that cancels the factor of % outside the integral. Then we integrate ober x1 and x5, which both give

a delta function, which just leaves the propagator, which we can simply integrate over the delta
functions:

. (—m)* 4., 4
< fIS—1Ji >= T/d x1d*xo[E terms| X / (5.4.26)

1

2 45(4) _ /_ /
=P —mitic (=R —mr e TV O P pe =P )

i(~ig)’|

I have missed out a few steps in the derivation herecheck green notebook! simply because they
would not fit properly on the page!, however the calculation is not very difficult at all.

5.5 Feynmann Diagrams

Instead of writing all these long equations that come from working with Wicks theorem (that dont
even fit on my latex page!), we can draw pretty pictures that represent the same mathematical
meaning. The terms that arise in computing the non-trivial parts of the S-matrix, < f|S — 1|i >
are in one to one correspondence with these diagrams. The kind of processes we are interested in
have some number of particles in the initial state and some number of particles in the final state.

The idea is to draw an external line, for particle in the initial and the final states, if the parti-
cle has a charge associated to it, then draw an arrow on the line. A convention is that we choose
incoming arrows for ¢ particles in initial states and opposite for final state. The lines are joined
together at verticies, if we have mesosns; they are represented by a dotted line, if we have nucleons,

then we have a solid line (another convention).

In general, the number of lines joining at a vertex is the number of interacting fields (i.e for three
fields there will be three lines at each vertex).

Feynman Rules
Add a four momentum k to each internal line

For each vertex, write down a factor of:
(—9)2m)* W (> ki) (5.5.1)

For each internal line, with momentum k, write down a factor of:

d*k i
5.2
/ (2m)* k2 — m? + ie (5:52)
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For dotted internal lines we use mass m, for solid lines we use mass, M. It is trivially easy now
to write down these terms for any reaction and compute the integral (without worry about all the
prerequisite steps from Wicks theorem).

An interesting point is that the initial and final momentum p are such that p? = m?, but the
internal momenta k do not obey this rule. The particles that obey this rule are said to be on-shell
and the ones that do not are said to be off-shell. Leading order diagrams (g? terms) are called tree
level diagrams, the g* term diagrams are called loop diagrams. I must also stress that Feynmann
rules are different theories!

Returning to the nucleon scattering events that we were describing before, the expression of the
amplitude involving the S — 1 matrix has a ie term, which can infact be ignored in this case. This
is because we introduced it take into account the problem of singularities arising in the integral.
However we are not integrating here and therefore there are never any singularities in the denomi-
nator.

Infact it turns out that this true for all tree level diagrams. It is only in the loop diagrams that we
need to worry about this (as we have integrate a momentum over the loop). Now I shall introduce
another convention. All the amplitudes that we compute will have a (27)*5((p1 + p2) — (P} + Ph))
and due to length of the calculations I will implicity assume that these terms are there, but I shall
not write them out in full for every step, so the general term is:

< fIS — 1]i >= (iA)(2m)*6(p: — py) (5.5.3)

So from now on we will only be computing the A term in the equation above, which I will call the
amplitude (the 7 is in the equation simply from convention).

Other processes

Nucleon to Meson: 9 + v — ¢ + ¢

Now we shall compute the Amplitude for this process to occur, using Feynmann diagram and
Feynmann rules for this theory. This is a tree level process so for the Feynmann rules give the
following terms:

e The two vertices give an (—ig)? term each.

e Now there is a propagator for the nucleon rather than a meson, so we have:
i i

/\2 2 + /)2 2

(pr—p1)> —m?  (pr—py)* —m

] (5.5.4)

Therefore the amplitude is simply the product of these terms (just shows how much easier it is to
work with Feynmann diagrams, as supposed to working with Wicks theorem):

1 ?

iA = (—ig)? +
S == T i

] (5.5.5)
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Meson scattering: ¢ + ¢ — ¢¢

There is no tree level diagroam for this scattering, the first term is a comes from a loop dia-
gram. If we label the momenta of incoming particles with ”‘p’s”” and the momenta of outgoing
particles as ”‘P’s”’, then I have to pick an arbitrary momentum ”‘k”’ and attach it to one of the
lines of the loop, the rest of the momenta for the lines, follows from the conservation of momentum.
Appyling the same Feynnmann rules we get the amplitude as:

d*k i 1

A= (—i 4

id = (~ig) / Cm)E (B2 —m2 + ie)(k + p1)® — m2 + i) ((k + Pr — p1)® — m? + ie)((k — P2)? — m? + ic)
(5.5.6)

This integral does not look very nice, most of these integrals are divergen, however when we look

closely at this integral, we see that the integral goes as:

d*k

K8
which will converge as 1%4 as k — oo. Therefore this specific integral converges, however in general
these integrals do not converge, especially for loop diagrams (as supposed to tree level diagram).
What is happening here, is that a meson is moving and constantly splitting up into nucleon, antin-

ulceon pairs and this constant process changes what we observe as the mass of the meson, and this
process is dealt with in Renormalisation.

¢* Theory

The Lagrangian is given by:
1 1 A
_ 4L pa ot 22 4
L= 23“@1)3 ) 5 1) 4!¢ (5.5.7)

Single and scalar field theory, with a marginal perturbation, therefore A is a dimensionless number.

This time each vertex of a Feynmann diagram has four legs (as there are four fields). Each vertex

has a term, —iA. Notice that there is no % term, remember %¢4, is an interaction term in the

Hamiltonian and that means that when are use Dyson’s formula, we are sandwhiching products of
this interaction Hamiltonian between, initial and final states (and time ordering them).

Example of ¢ scattering: ¢ + ¢ — ¢ + ¢

We have an initial state: |p1,p2 >
Final state: < p}, ph|
So the amplitude is:

—iA

2 < BBl 0@)o()o@)o(w) : pr,p2 > (5.5.8)

Now each of the ¢ terms has a creation and annihilation operator sitting in it, so what we want
to do is, take a creation operator from two ¢ terms and act on < p},p5| and take an annihilation

LY



operator from two ¢’s and act on |py,ps >. This tells us what will happen to the 4! term, as the
number of ways to pick out these operators from the ¢’s is given by 4!, therefore it just cancels the
other term.
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6 Dirac Equation

So far we have only considered scalar fields. Under a Lorentz transformation, the field rotates or
boosts and the new field is just the old field evaluated at the old position in space:

$(x) = ¢'(z) = o(A™ ) (6.0.1)

The problem is that the fundamental particles that we see around us are not described by scalar
fields, as they have a property of spin'?. To describe particles with spin, we look at fields which have
non-trivial transformations under the Lorentz group (A trivial transformation is one that occurs
because the space itself changes, nothing to do with the field). An example of a non-trivial field is
the gauge field of E-M:

Al(z) —= AFAY (A1) (6.0.2)

6.1 Spin
We start the discussion by spin % particles. In general a field can transform as:
¢ (z) = DE(A)p* (A 1x) (6.1.1)

Where the ¢’s represent a whole set of fields labeled by some index a. Under a transformation,
these set of fields could transform into each other, the transformation is given by a matrix, Dg(A).
The matrix depends on what Lorentz transformations one is doing, and it should have various
properties like:

D[A1]D[A3] = D[A;1A] (6.1.2)
D(A™Y) = DA (6.1.3)
D1 =1 (6.1.4)

Mathematically we would say that, it is a representation of the Lorentz group. A representation
simply means the transformations have the same properties as the Lorentz group. A group basicly
means that we do one transform and then another transform and the result is still a Lorentz trans-
formation. There is a structure to Lorentz transformations, it is this thing called a group structure.
So we want matricies, D, which have the same properties of matrix A.

To find representations, we look at the Lie algebra, this means we look at infinitesimal Lorentz

transformations:
AP =58 4 ewh + O(e?) (6.1.5)

where € is an infinitesimal. The properties of the Lorentz transformation, should also hold for the
properties of the infinitesimal transformation. Remeber the defination of the Lorentz transforma-

tion:
AEAYRTP =t (6.1.6)

17This has now changed with the discovery of the Higgs, which arises from a scalar field
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Substitute the relations above into the defination of the Lorentz transformation:
(00 + ewlt) (8 + el ™ = 1 + (%) (6.1.7)

We only look at the terms linear in € (the delta terms simply reorder the matrix and it cancles
with the 7 term on the left and the €2 term is very small and can be negletced), and equate the
coefficients on both sides of the equations, to obtain the simple result:

W W = (6.1.8)

This basicly states that the matrix has to be antisymmetric. These are 4 x 4 matricies and the
we know they must be antisymmetric, therefore the total number of possible configurations are
4 x % = 6, which agrees with the 6-components of the Lorentz group (3 rotations and 3 groups).

So to summarise, infinitesimal Lorentz transformations correspond to anti-symmetric matrices. Now
we are going to introduce a basis of inifinitesimal Lorentz transformations, so any anti-symmetric
matrix can be written as a linear combination of o anti-symmetric amtricies:

(70 = pag — P (619)
The index of (¥) infront of (M*?) labels the rows and columns of the 4 x 4 matrix.
The P index in the power of M represents p and o going from 0 — 3, they are anti-symmetric as

seen from the delta functions (we could equally have used a single index that goes from 1 — 6). So
this labels which of the 6 matrices I am interested in.

For example:

(MO =

l = "o, —n*o,

OO = O
oSO O
o O O o O
o O OO

(12 =

0
(1) o = '8y —nPhe,,
0

OO OO
OO OO

0

(MO)# is an infinitesimal boost in the z direction.
(M1?)H is an infinitesimal rotation around the z direction.

We can now write any infinitesimal Lorentz transformation as a linear combination of the 6 known

transformations: )
§QPU(MW)‘V‘ (6.1.12)

Any finite Lorentz transformation can be written as:

wo_
wh =

1
A= exp(iQpUMp”) (6.1.13)
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MP? represents a set of 6, 4 x 4 matricies (there is a # index after this and after the A, however
they have been left out for clarity), these are called generators of the Lorentz transformations.

%on is a set of 6 numbers.

The entire term is a therefore a 4 x 4 matrix.

It is easy to see that if €}, is small, the exponential term can be expanded out into the in-
finitesimal terms that we saw before. For this we need to understand some aspects of Lie algebra
as the generators of these transformations follow:

[1\4,007 MFV] — noI‘Mpu _ onMm/ + nayMaF _ ,',IO'VMO'F (6.1.14)

Each of these terms are a 4 x 4 matrix (the row-column labels have been left out for clarity). This
equation above involves the commutation relation contains all the important information about the
Lorentz group.

6.2 Spinor representation

Now what we want to do, is to find other representations of the Lorentz group. That means we
want to find matricies that have the same multiplication properties as the Lorentz group. This is
called the spinor representation. The Clifford algebra is defined by:

(A =AY A =21 (6.2.1)
V== w#F v (6.2.2)
(") =1 (6.2.3)

(v)?=-1 (6.2.4)

here 1 represents a unit identity matrix and 7 = 1,2,3. We want a set of matricies that obey these
relations. The simplest representation is in terms of 4 x 4 matricies:

o (01
7‘(1 0
i 0 O'i
T o0

where each element is itself a 2 x 2 matrix, with o? being the Pauli matricies:

(01
=(1)



s (1 0
”(o -1

These are not the only solutions to these equations, for example:

U~°U! (6.2.10)

U is a matrix and U~ is its iinverse, this will also satisy the clifford algebra. So there are many
other representations of the form:

UnrU—t (6.2.11)

for any U. However there is a theorem that shows, that upto the equivalence of UyU ™!, there is
a unique irreducible representation of the clifford algebra, the particular solution we have is called
the chiral representation.

We just pulled these v matricies from thin air, now what we want to do, is to see what they
have to do with the Lorentz group. Consider the commutator relations of the v matricies:

1 1 1
SPO — [P A% = ZAP~T — ZppPo 6.2.12
4[7 7] 57777 = 50 ( )

Now we consider the commutation relation between S*” and v*, when u # v:

1
[SHY,~*] = 5[7“7”,7”]

1 1
[S™, 7] = 5" = 57y

v 1 12 1 v 1 v 1 v
[, 4] = 57“{7 - 57“#’7 - §{V’W“}7 + 57”7%

Now using the relation in Eq 6.2.1 we get:

[S* 4P = AP =y (6.2.13)

Now I shall prove an important point by taking the commutator of S#* and S*° when p # o:
1
51,577 = 51517
v g 1 v g 1 v o
57, 577) = SIS" A 17 + 571",

1 1 1 1
[SH,8P7] = 57“7”77”" - 57"7"77”“ + 57”7“77”” - §v”’v”n"“
Now we use the relation in Eq 6.2.12:

S, §P7) = SHonP — §YTnpy 4 §PET — SPYy (6.2.14)
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This equation matches the Eq 6.1.14, and therefore it shows that S*” matricies form a representa-
tion of the Lorentz algebra. Now we need a field for the S*” matricies to act upon. So we introduce
the Dirac spinor field, which is a complex valued object ¥*(x). The field spans over all of space,
a =1,2,3,4. The important point here is that the « indicies have nothing to do with the 0,1,2,3
i.e. they do not represents space-time components.

Under a Lorentz transformation we have:

¢ (x) = S[Al§ P (A ) (6.2.15)

where: .
A = eap(580 M"7) (6.2.16)
SIA] = emp(%QpUSp”) (6.2.17)

Where the S[A] and A are both representations of the Lorentz group:
S[A1]S[A2] = S[A1A;] (6.2.18)

As we have shown that the S matricies follow the same commutation relations as the Lorentz group.
A and S[A] are both 4 x 4 matricies, so to make sure that we have not wasted all this time finding a
new representation for S[A] that isn’t just the same as A, we look at the explicit S[A] in the chiral
representation.

Rotations

59 = %Wnﬂ’] (6.2.19)

where 4, j = 1,2, 3, now substituting for the gamma matricies (which have Pauli matricies in there):

o1 0 o 0 ol
'L]_i . X
s =5( %) (%)

Define:
Qij = —€j; = —Gijk¢k (6.2.22)
such that:
Q2 = —¢
Qo3 = —9¢'
Q31 =—9¢



So that the rotation matrix is: 1
S[A] = exp(EQp,,S””) (6.2.23)

et 3 0
S[A] = ( 0 it S )

This tells us how to act on a spin matrix to rotate by an angle ¢. Consider a rotation of 27w along
the z-axis:
¢ =(0,0,27) (6.2.25)

So plugging this relation into the rotation matrix:

S[A]z(e .03>=—1
0 e'Lﬂ'U

Y*(x) = —*(x) (6.2.27)
This is not what happens for a vector, as a rotation by 27 leads to exactly the same vector. This is
the most striking difference between the Lorentz representation and spinor representation. This is
something we are familiar with ini terms of Fermions, as they are antisymmetric particles. This is
always said to be due to some quantisation effects, however this is not true as it holds for classical
fields aswell. The anti-symmetry comes up due to the representation of the Lorentz group and
finding that there are new objects in the fields that have this anti-symmetric property, so it is
infact a property of the Lorentz group (not of QM).

Therefore under a 27 rotation:

Boosts

Consider the matrix:

We have QiO = _QOi = Xi:

These are the familiar S matricies, with exponentials with powers of the sigma matricies. There is
a factor of i for rotations but not for boosts. So for rotations we have:

SIA]TS[A] =1 (6.2.31)

This is called being unitary. However boosts do not follow this as there is no minus sign in the
exponent of the conjugate to cancel with (as it is real):

SIA]TS[A] # 1 (6.2.32)
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This is infact a general statement; there are no finite dimensional unitary representations of the
Lorentz group.

6.3 Action

Now that we have this new field of the Dirac spinor, which transforms in an interesting way under
a Lorentz transformation, we would like to know what the equations of motion this could obey that
are also invariant (covariant) under Lorentz transformations.

The trick to find this, is to write down an action (or Lagrangian) which is invariant under a
Lorentz transformation. We have this spinor index floating around, so we will have to contrast
spinor indicies together to get something that is invariant, the obvious thing to contract is ¥ with
¥’ and then contract the indicies.

Define:
i (z) = (v (z) (6.3.1)
Under a Lorentz transformation:
P(x) — S[A]z/;(A*lm) (6.3.2)
Yi(x) = T(A~ ) S[A]T (6.3.3)

So this is just the conjugate of the one above, but this representation is not unitary:
SIA]TS[A] # 1 (6.3.4)

Therefore contracting ¢, ¢! does not give a Lorentz scalar. Recall that S[A] was the exponential of
the generators:

S[A] = exp(%ngSpU) (6.3.5)
To get S[A] to be unitary, we require:
(ST = —gmv (6.3.6)
But we know that:
(5#)t = 116", ('] (637)
So we need all the v’s to be Hermitian, or all the v’a to be anti-Hermitian:
()t = —* (6.3.8)
(Y2 =1 (6.3.9)

This has real eigenvalues, therefore can be made Hermitian. But any other « is equal to -1,
when squared. Which means they are imaginary eigenvalues and hence can always be made anti-

Hermitian, but never Hermitian: A
(v)?=-1 (6.3.10)
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But we need all of them to be the same if this was a unitary representation. The reason it was not
unitary is the minus sign in the Minkowski metric. However this also gives a hint as to how to get
out of this problem. It /° is Hermitian:

and 4 is anti-Hermitian: _ .
Then we see that:

It means that if we take any ~ matrix and multiply it on the left and right by v°, we get the
Hermitian conjugate of that v matrix. If we use this along with the definitions of the S* matricies:

()1 = 1[(0")1, (2#)1] = "m0 (6314

Therefore we have: )
SIAJT = eap(5 Q0 (577)7) = 1" S[A] 1 (6.3.15)

Now we introduce the Dirac conjugate:

b(z) = Pi(a)y° (6.3.16)

Now consider the following calculation:

b(@)w(x) = YF ()7 Y (2)

Introducing the transformations:

d(@)y(z) = A 2)p(A ) (6.3.17)
This shows that 1 (z)1(x) is a Lorentz scalar. Now consider:
Py

Once again we introduce the Lorentz transformations:
Py — PS[A] T S[A]Y (6.3.18)
If 1)y*1 is to transform as a vector, we have:
SIA] 1y S[A] = ALy (6.3.19)

Since we are working infinitesimally:
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1 1
A= exp(§QpUMW) ~1+ iQpUM”” + ... (6.3.20)

1 1
S[A] = BCCp(iQpaSpa) ~1+ 5QWS”" + .. (6.3.21)
Now we substitute these terms into Eq 6.3.19:
— [SP7 ] = (MP7)y” (6.3.22)

where we have supressed the o and 5 indicies on the v* and S*¥, but otherwise left all other indicies
explicit. Infact, this equation follows from:

[SP7, 4% =70 = 7n"” (6.3.23)
We can see this explicitly by expanding (M*?):
(MP7)5y" = ("6 — n7"6;,)7" (6.3.24)
By acting on the v matricies with the delta functions we get:
(MP7)gy" =0y =7y (6.3.25)
Therefore:

— [SP7 A1) = Pty — pHyP (6.3.26)

6.4 The Dirac Equation

We want to write down a Lagrangian that is a Lorentz invariant. We have already constructed a
Lorentz scalar and a Lorentz vector in the previous section. The following action is invariant under
Lorentz transformation:

5= / () (7D, — m)(a) (6.4.1)

We have already proven that i (x)y(z) is a Lorentz scalar, and we are integrating it over d*z so
the action is invariant. The 1 (z)y(z), is a Lorentz vector, so to get something that is Lorentz
invariant, we need to contract it with another vector. This happens to be in the Dirac equation in
the form of the differential operator, d,. The equation of motion is:

(iv" 0y —m)p =0 (6.4.2)
iy"0,, is 4 x 4 matrix.
m is a unit 4 X 4 matrix.
1 is now a four component, complex column vector.
This is the Dirac equation. The amazing thing about this equation (among many other things) is

the fact that it is linear in derivatives and yet is Lorentz invariant. The key to this is the properties
of the v matricies.
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Suppose we tried to do this for a scalar field (no indicies) and we wanted to write down an equation
linear derivatives, you would have a p index in the derivative and therefore you would also require
the iy term to have a p index, but there is nothing natural that has a p index, you would need
something that points somewhere. It would therefore always have a preferred direction in spacetime
and would not be Lorentz invariant. So what this equation shows is that there are natural vectors
floating around in the universe and these are the v matricies, that rotate naturally like a vector
under Lorentz transformations.

We derived the action for a spinor field and we did this by looking for representation of the Lorentz
group, we found a new representation, the spinor representation. We introduced a field, a four vec-
tor complex object called a Dirac spinor, ¢ (z), and this was defined in a particular way as to how

it would transform under the Lorentz transformations to give an action that was Lorentz invariant.
It also depends on m as supposed to m?, therefore the mass can be positive or negative.

6.5 Notation

Any vector, A, contracted with the v matricies we end up with a 4 x 4 matrix:

A # A (6.5.1)

So the Dirac equation in this notation is:

(id —m)y =0 (6.5.2)

Chiral spinors

For any choice of the v matricies:

o (01
*=(1)

In this representation, the spinor rotation transformation is:

e 3 0
S[Arot] = ( 0 cit% )

and the boost transformation is:

X g 0
SIAl = ( 60 eX'3 )

These have come out to be block diagonal. This means that we have not found the irreducible
representation of the Lorentz group. It decomposes into two irreducible representations:
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()

where the u's are each a two component spinor. These are called Weyl spinors (chiral spinors).
Under rotations: _
s — e 2 uy (6.5.8)

¢ is just a vector here, it states how much the angle should be rotated by in a given rotation. Under
boosts:
ug — eX'2uy (6.5.9)

The Lagrangian can be written in terms of the Weyl spinors:

L = (i) — m)y

L= iuf_a“auu, + iui5“8#u+ - m(uiuiuT_UJr) =0 (6.5.10)

where: 4
ot =(1,0")

p=0,1,2,3

3

and o9 is a unit matrix and o1?3 are the Pauli matricies.

The Hermitian conjugate of o is:

ol = (la 70'7;)

The Weyl spinors are 2 x 2 objects, and when we write out the Lagrangian in terms of Weyl spinors,
the kinetic terms are fine, since they just have uy and u_ seperately, however the mass term, couples
together the uy and the u_. So for massive fermions we need both uy and u_, but for massless
fermions, we can describe them in terms of single Weyl spinors or double Weyl spinors:

i Ouuy =0 (6.5.11)

And the same expression is true for uw_. These are called the Weyl equations. So a massive
fermion is described by Dirac spinors and massless fermions are described by Weyl spinors. Every
fermion in the standard model is described by a Weyl spinor! This is because every fermion gas a
Lagrangian that has no mass term. The mass is introduced by another mechanism, known as the
Higgs mechanism.

6.6 +°

In the previous section, we wrote down that ¢ = Z+ if we trace back why this was sensible;

it was because of our particular choice of v matricies. The chiral representation, which then gave
rise to that particular choice of Lorentz transformations, but was block diagonal and hence reducible.
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If for the same reason U want to work with a different set of + matricies, my Lorentz transfor-
mations will not be block diagonal and everything will be mixed up. We introduce a ”‘fifth”’ ~
matrix, that is simply the product of all the v matricies:

,75 _ —i70’717273 (661)

This matrix satisfies:
(7’7"} =0 (6.6.2)
(75)2 =1 (6.6.3)

Now ~° and «* obey the Clifford algebra, that is in 5 dimensions, rather than 4 dimensions. This is
something that haolds in all even dimensions. From Eq 6.6.3, we can define a projection operator:

Py = %(1 +~°) (6.6.4)

which also follows the following relations:

P =P,
P?=P_
P,P_=0

So these are two Projection operators, each of which spans over half the projection space. So we
define the chiral spinors as:
i = Piyp (6.6.5)

This thing is analogous to the Weyl spinors, but in an arbitrary basis. We find that in the chiral
representation:
— Uy
¢+ - ( 0 )

- (%)

We had previously worked very hard to come up with objects that are scalars under the Lorentz
group. Now we can show that:

"
is a Lorentz (psuedo) scalar.
Py
is a Lorentz (psuedo) vector. The psuedo is included to describe how these things transform under
parity. A psuedo vector or scalar means they pick up a minus sign after the transformation.
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6.7 Symmetries of the Dirac equation

Recall the action:

S = /d% D(id —m)yp (6.7.1)

There are a bunch of symmetries, that this Lagrangian has, the first two we have already seen for
the scalar field, that is the invariance under space-time translations and also invariant under the 6
Lorentz transformations. From Noether’s theorem we know that each of these symmetries will lead
to a conserved current and a conserved charge. From translations we get the stress-energy tensor
using Eq 2.3.17:

T = qypyH 0¥y (6.7.2)

The Lorentz transformations provide a current:
(JHYPT = g7 THP — 2P THP — jahry" SP7 ) (6.7.3)

the #7 index represents which Lorentz transformation one is doing (they are anti-symmetric). When
we quantise the scalar field, we want to understand the spin of the scalar field, which is nothing
but how things change under rotation, in that case you compute the conserved quantities due to
rotations, you then turn that into an operator and with that operator on the state that corresponds
to a state of a stationary particle and it goes zero.

We shall do exactly the same thing here and we will find that we get a %, which obviously comes
from the last term in the current as it is the only difference between the scalar field and the vector
field.

Internal Symmetry

P — el (6.7.4)

The fact that v is complex, means we can change the phase of 1. This has a current associated to
it, sometimes called the vector current, ji;.

=9y (6.7.5)
v stands for vector. If m = 0, then we have a new symmetry:
P — e 4 (6.7.6)

And a similar equation stands for . This is because for zero mass the operators u, and u_ are
not coupled together. So the «° is making u transform as e’® and u_ transform as e ', if we are
in the chiral representation. So the conserved current is:

34 = 0y (6.7.7)

4 stands for axial. This is infact a symmetry of the classical theory, and it does not survive to the
quantum theory. So its an example of what is called an anomoaly; you think when you look at your
equations you have a symmetry, but actually its not there. This happens because of the infinities
that arise in QFT, and in any way that we try to get around these infinities, ends up breaking this
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symmetry, as we have to introduce a mass, somewhere along the line.
Solutions to the Dirac equation

We want to solve:
(iv"0, —m)p =0 (6.7.8)

First we think about positive frequency solutions. We take the solution to be of the form:
Y = upe P (6.7.9)

1 is some 4 vector (spinor) and up is a particular fixed 4 spinor, which depends on which p we are
looking at. Now we clain that this solution works when:

()

where p is the particular four-momentum that is part of the solution and it is dotted with the four
2 x 2 matricies 0. So pg is dotted with the unit matrix and p;’s are dotted with the Pauli matricies
(same is true for , except they have a minus sign). £ is a 2-component spinor such that:

¢fe=1 (6.7.11)
To prove this we write:
(up)" = (u1, u2) (6.7.12)
Then the Dirac equation gives:
(p-o)us = muy (6.7.13)
(p-0)ur = mug (6.7.14)

Either one of these equations implies the other, a fact which follows from the identity:
(p-0)(p-0) =ps — pipjo’o? = py — pip;0" = pup* = m? (6.7.15)

Lets start with the anstaz:
up = (p-o)f (6.7.16)

for some spinor &’. Then Eq 6.7.14 immediately tells us that:
Uy = mé&’
So we learn that any spinor of the form:
p-of
up = A ( me’ )
with constant A is a solution to the Dirac equation. Now we can choose:

A=—
m
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¢ = Vpot
with cosntant €. Then

uy = (p-o)/p-a& =myp- o€ (6.7.18)

Therefore we have completed the proof of the solution to the Dirac equation.

Now we introduce a basis £° for s = 1,2 such that:

57‘1‘65 — TS

Now we can show the negative solutions in a similar way:
P = vpe™? (6.7.21)
- (453)
P p-on

n'n=1
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7 Quantisation of Dirac Field

To quantise the Dirac field we shall follow the same method as we did for a scalar field. Recall the
action:

S= / (@) (i — my(z) (7.0.1)

The first thing to do, is to think of this as a classical theory and figure out what the conjugate
momentum of ). The momentum 7 is defined as usual:

_ oL _
=5 =

For a classical field, if we want to know how it will evolve for all times in the future, we have to
know what the initial data of the field is and its initial velocities. Here this is not true, you need to
specify the field and its momentum (notice that 7 is not proportional to ¥ here), but we see that
the momentum is just the conjugate of the field, this is expected for an equation of motion that is
first order in time (rather then second order).

ipy° = it (7.0.2)

™

For the scalar field, we have a field, which is a function of space and time and we have a mo-
mentum that is a function of space and time. What we then did for the scalar field was introduce
canonical commutation relations between position and momentum. First we shall work in the
Schroedinger picture, as supposed to the Heisenberg picture, so now in quantum theory, ¥ and
become functions of just space (not of space-time). To quantise the theory we promote 1 and 1
to operators; which have the following canonical commutation relations:

[a (%), ¥5(y)] = [LL(x), ¥} ()] = 0 (7.0.3)
all of the x’s and y’s are three vectors, because we are in the Schroedinger picture.

[wa (X7 T/); (Y)] = 5@56(3) (X - Y) (704)

We need a mode expansion for these fields v, just as we did before in terms of creation and
annihilation operators:

2
d3p 1 , ,
_ byl ePx st,,s ,—ip-x 7.0.5
W (x) ;/(%)3 o o™+ glvge P (7.0.5)

2
d3p 1 , .
wT(x) = Z/ 3 [bfjugeﬂp‘x + c;ngeZp'x] (7.0.6)
— ) (2m)* \/2FE,

¢ and 9T are four operators, as we have suppressed the a and § indicies on them. The b;T and
cf;f are operators that create particles associated with spinors g and vj respectively (similar for
by, and ¢, are the annihilation operators for their respective spinors. Now we claim the following
commutation relations:

[b:)’ b;’r] — (27‘(‘)35”5(3) (p—q) (7.0.7)
[eh, c5f] = —(2m)36™6®) (p — q) (7.0.8)
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with all other mixed commutators vanishing. To prove this, first consider:

dspdg 1 n S r S 1(X-p—y
[ (x Z/ = 4EE([b b}ppf(py(l)

+ e ;T7 q]’U;UST Z(x-pfyq))

3 [ e i) )
Now we can use the outer product formulae:

> uyiy, =p+m (7.0.9)

> vy =p-m (7.0.10)

Therefore we have:
[W(x), ¢ (y)] = / (;lw)s 5 ; ((p + m)A°e® ) 4 (p — m)yOe P ¥ (7.0.11)

T d’p 1 0 i 0 0 i 0y, ip-(x—y)
[(x), %" (y)] :/(277)3 5 ((poy” + 2" + m)¥" + (poy” —pivy*' —m)y")e (7.0.12)
P

We know that pg = Ep, so we have:

3
(), 61 ()] = / (;fT e ) = 9 x—y) (7.0.13)

which proves Eq 7.0.4

7.1 Hamiltonian

Now we shall construct the Hamiltonian for the Dirac theory. Using the momentum 7 = it we
have:

H =m) — L = (—iy'0; + m)i (7.1.1)

Notice that the time derivative, disappears completely from the Hamiltonian. The actual Hamil-
tonian is the Hamiltonian density, H, integrated over all space and this should agree with the
conserved energy computed using Noether’s theorem. Now we shall turn the Hamiltonian into an
operator'®. After normal ordering we have:

d>p

PP

Ep > (b3Tby — cieph) (7.1.2)

181 have not provided the proof, but it is not very difficult and is in Peskin and Schroeder
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Ep = v/p?+m? (7.1.3)

The minus sign infront of the cj, c;,T means we have a problem because it has no stable ground state.

as we create new particles with cp , however this is subtracted, so every time it is used we get a
state with a Lower energy! and we can keep going for as long as we want. Infact there is no way
yo make sense of spinor fields quantised in this way, we must treat them as fermions. This is the
first glimpse of the spin statistics theorem in QFT.

7.2 Fermionic Quantisation

To get a well defined theory, we need to define anti-commutation relations. The notation for
anti-commutators is:
{A,B} = AB+ BA

We require the spinor fields to satisfy:

{¥a(x), ¥a(y)} = {l(x), 0 (y)} =0 (7.2.1)

{wa(x)v 1#;()’)} = 5aﬁ6(3) (X - y) (722)

Now we translate the field commutation relations into relations between the creation and annihila-
tion operators:

(v, bfj} = (2m)%67*6®) (p — q) (7.2.3)

{631} = (205769 (p - q) (7.2.4)

all the other anti-commutation relations are zero. Now we can compute the Hamiltonian, before
normal ordering:

H= / @p S Ep[0Tb), + cpfes, — (2m)?6)(0)] (7.2.5)

Note that here the infinity that comes from the delta function has a minus sign, the infinity we got
from bosons came with a positive sign. So in a theory with equal number of bosons and fermions
these infinities would just cancel®.

Fock space

The vacuum states are defined in the Fock space as:
bpl0) = cpl0) =0 (7.2.6)

for all p and s = 1,2. The Hamiltonian has the following commutation relations with b and ¢
operators:
[H,b,] = —Epby,

[H,b51] = Epblt

19This is what supersymmetry suggests
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[H,ch] = ~Eyc)y

[H, Cg] = Epcgr
We have one particles states:
bp|0) = particle (7.2.7)
cp|0) = anti-particle (7.2.8)

This is the same as we had the bosonic case, the new thing is the S index and it will determine
the spin of the particle. The S index is linked to which spinor we are thinking about; and that is a
little bit arbitrary. Notice that:

bf,ﬁbe,";T|0> = [p1,71 1 Por2) = —[Py, T2 1 PyT1) (7.2.9)

The minus sign came about as the operators anti-commute and this shows that particles obey
Fermi-Dirac statistics.

Dirac’s hole interpretation

The Dirac equation we have seen is:

(id —m)y =0
when Dirac came up with his equation, he wrote it in the following form:
L0 ) -
o = —ia -V +mpy = Hy (7.2.10)
where:
a=-—"y
B=7"

Originally Dirac interpreted ¢ as a wavefunction for a single particle moving in space (and not a
field), so it doesn’t amti-commute or anything, basicly it is not an operator. This is then identified
as the Schroedinger equation. The Hamiltonian in the equation above, H is not the Hamiltonian
that we have been considering. In this interpretation of 1 as a one particle wavefunction, the
solutions are thought of as Energy eigenstates:

o

u(p) = ™" —igs = Ept (7.2.11)
v(p) = eP? — i%—zf = —Ept (7.2.12)

These two solutions we called positive and negative frequency, respectively. So we see that this
wavefunction representation leads to positive and negative energies. So it leads to the same prob-
lem we had when we quantised the field as a boson, as it leads to an unbounded theory. To get
around this, Dirac argued that the particles are fermions (which they are!) and for fermion the
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Pauli Exclusion Principle holds, so I can’t put a fermion twice in the same state. He suggested that
all the states with negative energies had fermions in them already and all the excitations had to
exist in the positive energy region.

But then he suggested that suppose one the particles that was in the F < 0 state, gets excited and
goes upto the positive enegry state, so that now there is a particle missing, from the E < 0 state,
and this particle would have the property of an actual electron with a positive charge and it would
annihilate with an actual electron. However this is not the current interpretation, as bosons have
anti-particles aswell so it cant be explained by this theory. Basicly what this is telling us, is what
was discussed in the very beginning, in the introduction, that when special relativity and QM are
combined we cannoy have single particle states on their own.

When we take 1 to be a field as supposed to a wavefunction, the theory has a better founda-
tion and this process is called second quantisation. Now we follow the same steps that we took in
scalar fields. So we go from the Schroedinger picture, to the Heisenberg picture, by defining the
spinors ¥ (x,t) at every point in space-time (not just space), such that they satisy:

o

5 = i[H, ] (7.2.13)

The solutions to this equation are:

2 3
Y(x) = szzl/ (;lﬂl))?) \/21Tp[b;u5(p)eip'w + cgvs(p)ei’”] (7.2.14)

2 3
Yi(z) = Z/ dp 1 [bsTusT(p)e ™ + chv™t (p)e™ P 7] (7.2.15)
s=1

CrP /2By

One can also show that:

{Ya(2),%5(y)} =0, when (z-— y)2 <0 (7.2.16)

Here we have two operators that do not commute at space-like seperations. This would suggest
that the theory is non-causal. The best that we can say about this is that fermionic operators are
not observable therefore this non-causuality is not a probelm.

7.3 Feynmann Propagator

It is defined as:

(SF)as(z —y) = (01 TY(x)P(y)[0) (7.3.1)

Which is also the same as:
(Sr)as(z —y) = O ()Y (y)]0) 2° >y’ (7.3.2)
(SP)as(z —y) = (0] = ¥(2)(y)[0)  ¢° > 2° (7.3.3)

This minus is there because the operators anti-commute (and it is a neccesity for Lorentz imvari-
ance). We can show that:
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d4p —ip-(z—y) ptm

This satisfies:

(id, — m)Sr(z —y) = i6W(z — y) (7.3.5)

Therefore Sp(z —y) is a Green function for the Dirac operator.
Wicks theorem

We define the contraction between the two operators as usual:

U(@)d(y) = T(W(@)P(y) - P(@)d(y) = Sp(z —y) (7.3.6)

Yukawa Theory

Single real scalar field ¢ of mass p interacts with Dirac fermion of mass m:

1 1 — . _
L = 50,00"6 = 316" + (i7", — m) — Avi (7.37)
We looked at very similar things when we looked at complex scalar fields interacting with a real
scalar field. There are interactios of exactly this type in the standard model, the v’s represent the
Fermions (electrons, quarks etc) and the ¢ is the Higgs field.

7.4 Dimensional analysis

We know that the Lagrangian should have dimension 4, so that the action has dimensions of zero.
The first term involves two derivatives, therefore they have dimension 2 hence:

(9] =1

Now we look at the third term that involves the 1’s. The derivative has dimension 1, the mass is
the same, so to make it dimensionally correct the 1’s would need to have dimensions of 4 — 1 = 3,
but there are two 1’s, so it is %:

Finally, the last term in the Lagrangian shows that A has to be a pure number (dimensionless):
Al =0

So for weak coupling A must be small (in reality it is about 1076 for electron coupling to the Higgs)
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7.5

Feynmann rules for Yukawa theory

To each incoming fermion with momentum p and spin s, we associate, u?

p
For outgoing fermions we write down, 1y,
If we have incomin/outgoing anti-fermions, we have Up, / vp,
There is a symmetry: '
U — 'Y (7.5.1)
which gives rise to a current: B
= Py (7.5.2)
this has a charge:
Q:/fww¢=M—M: (7.5.3)
Which shows the conservation of anti-particle and particle number.
Each vertex gets a factor of (—iM\).
Internal lines carry propagator terms with them:
i
m Scalar propagator (754)
(p+m
5 ¥ ) Fermion propagator (7.5.5)

p? — m?2 + e

Impose momentum conservation at each vertex and integrate over undetermined loop mo-
menta (Note that there are extra minus signs in this theory as we have anti-commutation

relations as supposed to commutation relations). An example is the nucleon scattering:

Nucleon scattering

Scattering amplitude is simply given the Feynmann rules for this theory which we described
above:

i (a5, - upl[ag - ug] [ - ug[Ug - up)
4= M((p—VV—MQ p—ﬂP—uQ) (7.5.6)
where:
us = (VP ot
b= (7\/1,) : 052) (7.5.7)

&’s represent the usual spinors.
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8 Quantum-Electro-Dynamics (QED)

QED is theory of light interacting with matter ( in this case we just mean electron). We
have seen how to quantise spin zero fields and spin half fields. Now we want to quantise light
(which was the motivation for field theory, Maxwell’s equations).

8.1 Maxwell’s Equations

We start with the Lagrangian:

1
L=~ F,F" (8.1.1)

where
F,=0,A,—-0,A, (8.1.2)

The equation of motion for this Lagrangian come from the usual E-L equation:

oL
T N—_9 FH =
Ouly; 8NAV)) O F" =0 (8.1.3)

Field strength follows the Bianchi identity:

8)\F;LV + a,uFt/)\ + 8VF)\/,1, =0 (814)

These are Maxwell’s equations. We want to quantise this Lagrangian, therefore we follow the
same steps that we have followed so far for scalar fields and spinor fields. But there will be a
problem because, the A, which is the field we want to quantise has an index which has four
values (0,1,2,3). If we were quantise naively we would say there are four fields and each of
them will give rise to a different type of particle, so this would mean we would have a photon
with four d.o.f However this is not what is observed as a photon only has d.o.f (polarisation
up or down).

So somehow when we quantise A, we have to loose two d.o.f, which is the difficulty in the
theory.

Comment 1: Ay is not dynamical, i.e there is no Ay terms in the action. This means that if
we are given A; and A;, then Ag is fixed by:

V-E=0-Vi4+V-B=0 (8.1.5)

This gives a solution for Ay to be:

Ao(z) = /di”x’(v'A)(X/) (8.1.6)

dr|x — x|
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Comment 2: The theory has a very large symmetry group, acting on the vector potential

' A (@) = Au(2) + 9 () (8.1.7)

for any function of z, A(x). The only requirement on A\(x) is that it dies of quickly as x — oo.
To see that this is a symmetry of the Lagrangian, we substitute it into F:

F = 0u(A, +0,)) — 0, (A, + 9,0 (8.1.8)

Therefore F,,u is invariant and since the action only depends on the field strength, it does
not change either. Previously we hvae had symmetries that remain symmetric depending on
a number (i.e, rotate by & amount of degrees or boost by yms~1). Here we have a symmetry
that holds even when we act on the field with an entire function. So now we have a theory that
has an infinite number of symmetries as we can choose an infinite number of functions. Now
we might think that each of the symmetries, obey Noethers theorem and lead to conserved
quantities. The symmetries we have depend of space (all the ones we have encountered so far
depend on a parameter). These symmetries are called guage symmetries or local symmetries,
however these are not really symmetries as they do not take one physical state to a different
physical state. Instead they are to be viewed as redundancies in our description of the system.
To see this we could notice that Maxwell’s equations do not determine the evolution of A,:

[npu(apap - auau)]AV =0 (819)

But the operator [1,, (070, — 0,0,)] is not invertibale as it annihilates any function of the
form 9,A. This means we cannot figure out uniquely what A is doing as the operator will
annihilate A,,u and A,,u+ 0, and therefore we cannot distinguish between different states.
So we can either say that our theory is not well defined, or we could say that actually this is
okay, because if we identify physical states A and A 4+ O\ as the same physical state, then the
evolution operator is telling us the truth and the physics in both states is the same. So the
picture we have of the phase space of the theory is that each point in the space has a differ-
ent value of A; and A;. There will be lines that corresponf to specific states that are called
gauge orbits, therefore all functions that lie on these lines correspond to the same physics. To
calculate we often have to make a gauge choice.

Examples

Lorentz gauge

0 A" =0 (8.1.10)
Suppose we started with some A’ wu such that:
QA =f (f#0) (8.1.11)
Act with A, = Aj, + 9, such that:
0,0 = —f (8.1.12)

82



This guage is Lorentz invariant (hence the name!). The equation 9,0"\ = —f, always has
a solution. This does not uniquely pick a configuration along the orbit as we can always act
with:

Ay — Ay + 0,

0,0"\ =0

Coloumb gauage

We can get to this by making use of the residual gauge symmetry in Lorentz gauge:

V-A=0—A4y=0 (8.1.13)

The physical d.o.f are immediately apparant in this gauage because we have set Ag to zero,
so we just forget about it and A satisfies V - A which basicly means that there are no longi-
tudanal polarisations leaving us with the 2 d.o.f that we require and it is also Lorentz invariant.

Now we have to make a choice as to which gauge we should use.

8.2 Lorentz gauge quantisation

First we use the Lorentz gauage:
0, A" =0 (8.2.1)

The equations of motion for A, are:

(0,0") A" =0 (8.2.2)

So each component of A* obeys the massless Klein-Gordon equation. To quantise this theory
we shall write down a Lagrangian that produce the equations of motion above. After quanti-
sation we impose the residual gauge symmetry condition and d, A* = 0. The Lagrangian we
work with is:

1 , 1
L:_Zupt—d@m% (8.2.3)
This Lagrangian gives 8.2.2, but it only agrees with Maxwell’s theory when we impose the
conditions I stated above. Firstly we compute the conjugate momenta of A:

oL

0
ﬂzggzym_m (8.2.5)
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To quantise we impose canonical commutation relations:

[Au(x), Au(y)] = [7"(x), 7" (y)] = 0 (8.2.6)

[AM(X)’ 7TV(Y)] = i77W5(3) (X - Y) (827)

The x shows that we are currently working in the Schroedinger picture. Now we write down
the mode expansions:

Z aye™>* + adfePx] (8.2.8)

Au(x) = / \/2\7p
M — dsp |p| ; - v ip-x —p'X
) ‘/ (%pﬁ’go@ )" (p)lape’™™ — apfe™P] (8.2.9)

These are similar to previous mode expansions, but there are a few subtalties:

— There used to be Ep in the equation before, but this is a massless particle, therefore
it has no Ep’s instead its energy is just the modulus of its momentum,|p|. There is a
change in sign, but that is conventially introduced to make things simpler.

— Only a’s and a!’s appear as this is a real field (not complex).

— The one new thing is the (e#)* which are the polarisation vectors. These polarisation
vectors have 4 vectors (A = 0,1,2,3) spanning the vector space. We want to define €® to
be time like:

(9 5 X=1,2,3 (8.2.10)
and €123 to be spacelike. We choose an orthonormal basis:

N =g (8.2.11)

We will further pick € to be the longitudanal polarisation and €' and €? to lie transverse to
the momentum:

ep=e-p=0 (8.2.12)
So these polarisation vectors depend on the momentum p of the photon.
Example: p = (1,0,0,1)

We have:

o O o
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Now we translate the field commutation relations into relations involving creation and anni-
hilation operators:

[ag,aé/] = [ai‘,T,aélT] =0 (8.2.17)
[af;, af‘luf] ="V (21)36®) (p — q) (8.2.18)

The problem that we have is the Minkowski metric, 17)‘)‘/, it has +’s and —’s. For space-like
polarisation states (A = 1,2, 3):

[a,ad 1] = 2r)*6M 6 (p—q) (AN =1,2,3) (8.2.19)

p’

For time like annihilation and creation operators, we have:

[a%,alT] = —(27)%6®) (p — q) (8.2.20)

p’q

If we define the vacuum as:
ayl0) =0 (8.2.21)

Then the usual one particle state we get by acting with creation operators on the vacuum:

aj'|0) = |p, A) (8.2.22)

For space-like polarisation states (A = 1,2,3) all is well. But for the time-like polarisation
A =0, the state |p,0) has a negative norm:

(p,0lq,0) = (0adali|0) = —(2)*s™) (p — q) (8.2.23)

This is something very strange; we have a Hilbert space, and it does not have a positive norm,
and this leads to concepts like negative probabilities. What has happened is that commutation
relation gave rise to the Minkowski metric of space-time and this consists either space to be
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negative or time. These negative norm states are called ghosts. We have quantised this theory
but we still have the constraint:
0 A" =0 (8.2.24)

So now we shall impose this constraint together with this residual gauage symmetry (which
is left over in the Lorentz gauge), which should eventually give us a sensible Hilbert space for
our theory. There are three ways to impose this constraint:

Option 1

We can turn A into an operator in the Heisenberg picture and consider 9,4* = 0 as a
restriction on operators. This constraint is too strong as it is not consistent with the commu-
tation relations (70 = —9, A" # 0).

Option 2

Thw problem we are finding in this theory is that the Hilbert space is not as well behaved as
we would like. So we could try to define sensible states by the requirement that:

0 Al ) =0 (8.2.25)
This does not work, to see why consider:

Ay(z) = Al (2) + A (z) (8.2.26)
where A/‘f is an annihilation operator and A, is the creation operator. But if we impose this
constraint on |0):

9uAL10)y =0 (8.2.27)

oMAL10) #0 (8.2.28)
So not even the vacuum is a physical state accoridng to this constraint.
Option 3
We’ll define the physical states within our Hilbert space to obey:

MALY) =0 (8.2.29)
This insures that for any two physical states |¢) and [1):

(¥'|0, A ) = 0 (8.2.30)

This is known as the Gupta-Bleuler condition. Now lets think about this physical Hilbert

space, Hpnys, looks like (another way of saying which states of the Fock space satisfy our
constraint). Now we can decompose the state into:

) = [¢r) % |¢) (8.2.31)
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|t7r) = contains the transverse photons of the state

|¢) = contains the time-like and longitudanal photons of the state
The [¢pr) state is created by a,® and |¢) ia created by a2l and a3f.

Therefore applying this to (“)“ALW) = 0 we have:

(a3 —ap)|¢) =0 (8.2.32)

This equation is telling us that any physical state can only have equal numbers of time-like and
longitudanal photons. So this condition does eliminate negative norm states but it replaces
them with zero norm states:

(¢lg) =0 (8.2.33)

as the time-like photons are equal and opposite to the Longitudanal photons and they just
cancel. An example of a zero norm state:

|¢) = adt +0) + adT|0) (8.2.34)

In the Lorentz gauage we also have some residual symmetry. In this case all the states of the
form:

) = |[¥r)|o) (8.2.35)

with any |¢) with zero norm are considered states of the Hilbert space. We treat the zero
norm states as guage equivalent to zero. Two states which differ just in there longitudanal
and timelike polarisation states are said to be physically equivalent. To show that this is true
we want to evaluate a physical observable in both these states and show that it is indeed the
same. The observable could be energy, so we consider the Hamiltonian:

d’p - it i
- Gy P aglap —agh) (8.2:36)
i=1
But:
(ap — ap)le)) =0 (8.2.37)
therefore we get:
(Wladf — ajly) = (Ylag! — adlv) (8.2.38)

so the contribution from the timelike and longitudanal photons cancel amongst themselves in
the Hamiltonian. There is no restriction on how many transverse photons and this is the only
thing that [¢) depends on.

Photon propagator

Now we can finally compute the photon propagator (also could be called the Feynmann
propagator for QED):
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d'p Wy oy
(0[T'Ay(z) Ay (y)[0) = (2ﬂ)3—m6 (8.2.39)

Coupling to Fermions (matter)

We want an interacting Lagrangian:

1
L= FuF" — A" (8.2.40)

j* depends on other fields. The equations of motion are:
0, F" = j* (8.2.41)

These are Maxwell’s equations in the presence of sources, where ju. is a current. There is a
consistency requirement that has to be met:

0,0, F* =0=0,5" (8.2.42)
This is just the definitaion of the current that we saw in Noethers theorem!.

The Dirac Lagrangian is:

L =¢(id —m)y (8.2.43)

and we know it has the symmetry: _
Y — e Y (8.2.44)

And using Noethers theorem, the current can be computed:

G =yt (8.2.45)

This tells us that we can write down a theory of light interacting with Fermions by coupling
this current with the Gauge field. So we consider the Lagrangian:

L=~ R P 4 36— m) — e’ Ay (8.2.46)

The e is the coupling constant which is some number. To see that this Lagrangian is gauge
invariant, write:

L= —%FMUFW + (i) — m)y (8.2.47)

where:
Dy =0 + ieA (8.2.48)

D is called the covariant derivative (remember the slash just indicates that the term is con-
tracted with v indicies). Under the gauge transformations we have:

A, — Ay + 0, (8.2.49)
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b — e "Ny (8.2.50)

for an arbitrary function A(z) that decays suitably quickly as @ — oo . To see that this works
for D, :

Duw = 8M¢ + ieAulb (8.2.51)
3u(e‘iew) +ie(Au + 9uN) (6””1/})
67ieADlﬂZ)

So the covariant derivative just picks up a phase under the gauge transformations, with the
derivative of e~*** cancelling the transformation of the gauge fields. This ensures that the
whole Lagrangian is invariant, since:

P — eND)y) (8.2.52)

This is also the way gravity couples to matter. Now returning to the Lagrangian 8.2.47, the
e that sits in D is related to the fine structure constant:

€2 1

Q= N (8.2.53)
The coupling constant actually turns out to be the charge of the electron.
8.3 Feynmann rules for QED
The Feynamnn rules are given by using Wick’s theorem and Dyson’s formula 2°.
— Each vertex has:
(—iev”) (8.3.1)
— The photon propagator is: .
]9_2’72’;_”6 (8.3.2)
— The fermion propagator is: ‘
2@(,7) +m) (8.3.3)

p2 —m2 + ie

— For external lines we add:

Photons: € /¢!, for incoming/outgoing photons (polarisation vectors)

Fermions: we add informtaion about the spin; uy, /4, for incoming/outgoing fermions.
We add a spinor oy, /vy, for incoming/outgoing anti-fermions/

207 had done this for one the early theories, however due to the length of the equations I will not go through Wicks
theorem for each theory, I will simply quote the results
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As a final example we can compute the scattering amplitude of the electron.

Electron scattering: e”e~ — e~ e~ (tree-level diagram)

The amplitude, A, is just given by the product of the appropriate Feynmann rules:

[, yrus [al yaul]  [as, vl e yus)
A = —i(—ie 2 P P q’ ' 7q _ P a q' 'H7p 8.3.4
(i) (' —p)? (r—q)? ) (8:3.4)

This is almost exactly the same as was found for Yukawa theory, the difference are that the
propagator is mass-less, as the exchange particle is a photon and there is a v* that multiplies
the spin vectors and it tells you that interactions between spinning particles are going to be
different depending on the spin of the mediating particle.
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9 More on symmetries

So we have seen that symmetries have proven to be very useful to guide our physical the-
ories. The key symmetries built into all the QFT’s so far the spacetime time symmetries
that we continue to call Lorentz symmetry. There are 10 of these symmetries corresponding
to the 4 translations, 3 rotations and 3 boosts. The conservation laws associated with these
symmetries ensure that linear momentum (translation invariance), energy (time translation),
angular momentum (rotational invariance) are conserved. If we are in D dimensions we can
generalise to say that there are D translations, d = D — 1 boosts and d(d — 1)/2 rotations.
(Note: the number of independent planes of rotations is [d/2] where [] denotes the integer part
e.g. the (x,y) and (z,w) planes in d = 4 define two independent angular momenta.) There
are other internal symmetries that act on the fields in the so called field space. For example
there is a U(1) gauge symmetry in QED. The charge carried by a field can be thought of as
like a handle pointing in field space onto which a gauge boson can hold on.

Gauge fields can be in three distinct phases of physical behaviour. The most familiar is
the Coulomb phase, resulting in an inverse square law in D = 4 as per intuition. The other
phase in confinement which is seen in QCD. The final phase is known as the Higgs phase
which involves spontaneous symmetry breaking (SSB).

9.1 Review of Noether’s theorem

We have seen before that Noether’s theorem implies that for every continuous symmetry there
exists a conservation law along with a conserved charge. For example translational symmetry
xH — xH + dxH gives rise to conserved linear momentum and energy. The internal symmetries
that act on fields are said to carry representations of the gauge group. A general symmetry
transformation may act on both the fields and the coordinates. Consider a general collection
of fields {¢®} where a represents a general index; our general symmetry transformation acts
as,

A" = ¢% (2') — ¢°(x) (9.1.1)

which we can rewrite as,

Ap® = ¢ (2)) + (—¢% (z) + ¢% (2)) — ¢°(x)
(67 (&) = ¢ (x)) + (6” (z) — ¢°(x))
= (9 ¢“)5x“+5¢“(x) (9.1.2)

where in the last step we used the chain rule. Notice that we have obtained the second term
from the direct variation of the field while the first, known as the transport term, arose more

indirectly through the dependence of the field on coordinates. To prove Noether’s theorem,
consider the action for the fields {¢*},

S = /deL (9.1.3)
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then the variation is
68 = / (6(dPz)L + dPx(5L)) (9.1.4)

To see how the measure of integration d”z vary under such a symmetry transformation we
can look at the Jacobian, J(z'|x) : dz : dP2’ = dPzJ(2'|x). We have,

Ozt 0
- I "
B B {z" + dz"}
= 60+ 9,(0z") (9.1.5)
dropping second order terms,
J(@'|z) =14 9,(6z") (9.1.6)

The variation of the Lagrangian is given by the chain rule,

oL _ ., oL wr . OL
= a¢a6¢ + a(ama)é(am )+ 5ot (9.1.7)

where we have use 6(9,¢%) = 9,,(6¢”). Therefore, counting the variation of both the measure
and the integrand we have,

oL

08

D n oL a oL a w
/d x((ﬁuéx )L+ —0¢ _,_7“ aau(&/) )+ 0, Léx )

B D oL B oL a oL u
= [ x((% 8“(8@#))6“5 *a“(aamaw *””))

= [aveo, (azf;)(wa +(0r07)50%) - ((%gu%wm ~#L) 62
= /deaH (%Aw _ T@IA) o.L8)

where we used the fact that there is no surface term and used the EL equations and also
defined the stress energy tensor,

p— aL a
=5 5] 0r0") = L (9.1.9)
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